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Abstract—The increasing number of smart vehicles and their
resource hungry applications pose new challenges in terms of
computation and processing for providing reliable and efficient
vehicular services. Mobile Edge Computing (MEC) is a new
paradigm with potential to improve vehicular services through
computation offloading in close proximity to mobile vehicles.
However, in the road with dense traffic flow, the computation
limitation of these MEC servers may endanger the quality
of offloading service. To address the problem, we propose
a hierarchical cloud-based Vehicular Edge Computing (VEC)
offloading framework, where a backup computing server in the
neighborhood is introduced to make up for the deficit computing
resources of MEC servers. Based on this framework, we adopt
a Stackelberg game theoretic approach to design an optimal
multilevel offloading scheme, which maximizes the utilities of
both the vehicles and the computing servers. Furthermore, to
obtain the optimal offloading strategies, we present an iterative
distributed algorithm and prove its convergence. Numerical
results indicate that our proposed scheme greatly enhances the
utility of the offloading service providers.

I. INTRODUCTION

The advancements in Internet of Things (IoT) and wireless
technologies help make vehicles smarter and support them
to provide better services, such as autonomous driving and
natural language processing [1]. Along with the advancements
and such new applications come challenges associated with
computing resource requirements on the already resource-
constrained vehicles. Ongoing attempts to cope with the ex-
plosive application demands on vehicular terminals involves
offloading the computation tasks to remote servers through
cloud-based vehicular networks [2].

Although mobile cloud computing improves both resource
utilization and computation performance, the long distance
transmission of the task files between remote cloud servers
and the mobile vehicles may bring considerable overhead
[3]. Furthermore, the delay fluctuation of transmission may
significantly degrade the offloading efficiency. To overcome
this problem, Mobile Edge Computing (MEC) is envisioned
as a promising solution, where the computing resources are
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pushed to the radio access network and offloading service is
provided in the proximity of the vehicles.

Due to proximity, MEC servers are able to provide fast
interactive response in the computation offloading process, and
enrich users’ experience for the delay-sensitive applications
[4]. However, MEC servers always have finite computing
resources, which makes the servers unable to fully meet the
offloading requirements from the vehicles within the specified
delay constraints, especially for dense traffic flow. Addressing
this challenge demands new MEC offloading schemes that can
fulfill the offloading requirements as well as satisfy the QoS
requirements through dynamic resource assignment.

Cloud-enabled vehicular networks have been studied re-
cently. In [5], the authors proposed a multiagent/multiobjective
interaction game system to manage on-demand service provi-
sion in a vehicular cloud network. With the aid of vehicular
cloud, the authors in [6] proposed a self-adaptive interac-
tive navigation tool, which brings the navigation paths of
the vehicles to global road traffic optimization. In [7], the
authors investigated resource management in vehicular cloud,
and demonstrated the benefits of reinforcement-learning-based
techniques for resource provisioning.

A few work have been carried out focusing on the offloading
schemes. In [8], the authors studied the offloading problem
among multiple devices for mobile-edge cloud computing, and
proposed a game theoretic approach for achieving the efficient
offloading mechanisms. To minimize the energy consumption
of the MEC offloading system, the authors in [9] proposed an
energy-efficient computation offloading scheme, which jointly
optimizes the offloading decisions and the radio resource allo-
cation strategies. In the studies of MEC in vehicular networks,
the authors in [10] proposed a contract-based offloading and
computing resource allocation scheme, which maximizes the
benefit of the MEC service providers while enhancing the
utilities of the vehicular terminals. In [11], the combination
of vehicular delay-tolerant networks and MEC paradigm is
utilized to manage the handoff and the processing of large
data sets in smart grid environment.

In all aforementioned studies, the MEC servers are al-
ways envisaged as independent computing resources, where
the resource sharing between the servers has been ignored.
Furthermore, the incentive-based approaches for improving the
offloading efficiency have not been studied in these studies. In
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Fig. 1. The VEC offloading in a hierarchical cloud-based vehicular network.

this paper, we propose a hierarchical cloud-based Vehicular
Edge Computing (VEC) offloading framework, where the
computing resources of the VEC servers are dynamically
assigned to the vehicles through an incentive way. The main
contributions of this paper are listed below:
• We propose a new VEC offloading scheme, where the

sharing of the backup server resources between the VEC
servers is considered.

• We formulate the vehicular computation offloading pro-
cess as a Stackelberg game, and introduce an incentive
mechanism for the vehicles in the offloading server
choosing and computing resource assignment.

• We develop an efficient distributed algorithm to reach
the optimal computation offloading, where the revenue
of the service providers is maximized while the delay
constraints of the tasks are satisfied.

The rest of the paper is organized as follows. The system
model is described in Section II. In Section III, we model
the computation offloading between vehicles and VEC servers
with a Stackelberg game approach. In Section IV, we prove
the existence of the Stackelberg equilibrium, and propose an
optimal offloading scheme. We present numerical results in
Section V and conclude the paper in Section VI.

II. SYSTEM MODEL

Fig. 1 shows our proposed VEC offloading scenario. We
consider M Road Side Units (RSUs) located along a unidirec-
tional road, whose id set is denoted asM = {1, 2, ...,M}. Due
to the different radio power of each RSU and the variety of the
wireless environment, the size of the wireless coverage areas
of these RSUs may be different [12]. Each RSU is equipped
with a VEC server. The id of each VEC server is the same
as that of the RSU containing it. The computation capacity of
the VEC servers is {fmax

1 , fmax
2 , ..., fmax

M }, respectively.
A Backup Computing Server (BCS) that acts as a computing

resource pool, is placed along the road. When the computing
resources of a VEC server are not adequate to meet the
vehicles’ demands, the VEC server can further offload parts
of the computation tasks to the BCS. The BCS sells resource
units to the VEC servers with unit price y. The communication
between the RSUs and the BCS is through a high bandwidth
wired connection. The time delay of the wired communication
is negligible compared to contemporary wireless technologies.

There are N vehicles arriving at the starting point of the
road. All the vehicles are running at a constant speed v. Each
vehicle has a computation task, which can be described in
three terms as Ti = {di, bi, tmax

i }, i ∈ N = {1, 2, ..., N}.
Here, di is the size of the input data for computation, bi is
the amount of the computing resources required to accomplish
task Ti, and tmax

i is the maximum time delay constraint of Ti.
For each vehicle, its computation task can be accomplished

either locally on its own computing resources or remotely
on a VEC server through task offloading. To offload their
tasks to the VEC servers, the vehicles should transmit their
computation files to the VEC servers through the RSUs. We
consider that each vehicle accesses the RSU with the strongest
wireless signal. Considering various wireless coverage area
of the M RSUs, the road can be divided into M segments,
whose length is denoted as {R1, R2, ..., RM}, respectively.
The vehicles running within the mth segment only accesses
the RSU located on the same segment.

In the system, we consider {Ti, i ∈ N} are delay sensitive
tasks, such as interactive gaming and autonomous driving.
Thus, the utility gained by each vehicle focuses on the delay
reduction of the task accomplishment through offloading.

Let qi be the amount of the computing resource owned
by vehicle i. When vehicle i chooses to accomplish task Ti
locally, the computation execution time is ti,0 = bi/qi. If
vehicle i chooses to offload its task to VEC server k, the time
cost can be divided into three parts. The first one is the time
taken for vehicle i to reach VEC server k. As VEC server k
is equipped on RSU k, this part of time equals the time cost
for vehicle i arriving road segment k. The second part is the
task file transmission time. The last one is the execution time
of this task on the VEC server. Then, the total time cost for
the task offloading from vehicle i to VEC server k is given as

ti,k =
∑k−1

j=1
Rj/v + di/rk + bi/fi,k, (1)

where rk is the data transmission rate for a vehicle accessing
RSU k, and fi,k is the amount of the resources allocated from
VEC server k to vehicle i for offloading the task.

During the vehicles running through the road, we consider
that each vehicle at most can offload its task to one VEC
server. Let ai,k = 1 denote that vehicle i chooses to offload the
task to VEC server k, and ai,k = 0 otherwise. Thus, we have∑M

k=1 ai,k ≤ 1, i ∈ N . Considering both the VEC servers
and the BCS are always operated and maintained by some
operators, to gain revenues from providing computing services,
the operators employ a pricing scheme such that the vehicles
are charged according to their required computation resources.
Furthermore, we consider a linear cost function for the servers
providing the resources. The cost for server k providing z units
of resources for computation offloading is formulated as

ck(z) = αkz + βk, k ∈M, (2)

where αk > 0 and βk are the coefficients of the cost function
of server k. For ease of analysis, we consider βk = 0.
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III. MODELING OF VEC OFFLOADING SYSTEM: A
STACKELBERG GAME APPROACH

Due to the computing resource limitation of the VEC
servers, competitions may be incurred among the vehicles in
choosing the offloading servers. As the offloading strategies
of the vehicles are motivated by the pricing scheme, these
vehicles are indirectly coupled through the resource price.
Furthermore, the resource providers, i.e., the VEC servers, are
also indirectly coupled through this price in the offloading
process.

The vehicles only can offload tasks to the VEC servers,
and the offloading decisions of the vehicles are response to
the prices advertised by the VEC servers. Thus, a Stackelberg
game is an appealing approach to model the multilevel offload-
ing system [13]. In this game, VEC servers are the leaders,
and the vehicles act as the followers by optimally reacting to
the VEC servers’ strategies. In this section, we define utilities
for the VEC servers and the vehicles, and model the offloading
system as a Stackelberg game.

A. Vehicle Side Analysis

The utility of vehicle i offloading its computation task to
VEC server k is defined as

Ui =
M∑
k=1

ai,k(λi(ti,0 − ti,k)− xkfi,k), (3)

where λi is a vehicle-specific parameter that shows vehicle i’s
sensitivity to the reduction of the task execution time, λi > 0.
xk is the price charged for a vehicle using a unit computing
resource from VEC server k.

Since the vehicles are rational, they maximize their utilities
through choosing the offloading target VEC servers. In the
case where the price set {xk, k ∈M} is given, the optimiza-
tion problem for vehicle i is

max
{ai,k,fi,k,i∈N ,k∈M}

Ui

s.t. C1 :
∑M

k=1 ai,kti,k ≤ tmax
i , i ∈ N ,

C2 :
∑N

i=1 ai,kfi,k ≤ fmax
k + fek , k ∈M,

C3 : ai,k = {0, 1}, i ∈ N , k ∈M,

C4 :
∑M

k=1 ai,k ≤ 1, i ∈ N ,

(4)

where fek is the amount of computing resource bought from
the BCS by VEC server k.

The choice of the VEC servers by the vehicles not only
depends on their own offloading demands, but also on the
offloading strategies of other vehicles. Thus, there is coupling
between the offloading decisions of these vehicles, which
makes non-cooperative game an appropriate tool to model the
decision process in this context. The players of this game
are the vehicles {N}. The strategy set of vehicle i can be
denoted as si = {si,1, si,2, ..., si,M}, where si,k = ai,kfi,k,
k ∈ M. Thus, the strategy space of the players can be given
as s = {s1×s2× ...×sN}. Given s−i as the strategies of all
vehicles other than vehicle i, the payoff of vehicle i is denoted
as Ui(si, s−i), i ∈ N .

Theorem 1. The task offloading game between the vehicles is
a concave multi-player game, a Nash Equilibrium (NE) exists
for the game.

Proof. In the case where vehicle i chooses to offload its
task to VEC server k, as fi,k = [0, fmax

k + fek ], we have
si,k = [0, fmax

k + fek ], i ∈ N , k ∈ M. Replacing fi,k by si,k
in (3), we obtain ∂2Ui/∂si,k

2 = −λibi/s3i,k < 0. The payoff
function Ui(si, s−i) is strictly convex in terms of variable si,k
for the given offloading strategies of the vehicles other than
vehicle i. This property holds for all the vehicles choosing
to offload their tasks to any VEC servers. Thus, the task
offloading game between the vehicles is a strictly concave
multi-player game, which has a NE [14].

B. VEC Server Side Analysis

Being offloading service providers, the VEC servers aim
to make more profit by selling computing resource to the
vehicles. Since each vehicle can choose any VEC server as its
offloading target under the specified delay constraint for the
task, the servers play a non-cooperative price determination
game with each other to decide their optimal resource price.
Thus, there exists competition between the servers during the
offloading process. Furthermore, each VEC server is able to
buy computing resource from the BCS when its own resources
cannot meet the requirements from the vehicles. As the total
available computing resources affect the revenue of each VEC
server, the amount of the resources bought from the BCS
is also a strategy of each VEC server in the offloading
competition. We consider the competition is imperfect, and
each server determines its strategy set (xk, f

e
k) based on its

own available resource as well as the offloading demand,
k ∈M.

As the computing resource from the backup source is
normally more costly than the resource from the VEC servers
themselves, we set y > αk, k ∈ M. Thus, each VEC server
prefers to utilize its own available resources first. Given the
strategy sets of the other VEC servers, the revenue of VEC
server k adopting strategy (xk, f

e
k) is given as

UK
VEC((xk, f

e
k), (x−k, f

e
−k))

= xk

N∑
i=1

fi,k − αk min(
N∑
i=1

fi,k, f
max
k )− yfek ,

(5)

where (x−k, f
e
−k) is the strategy sets of the VEC servers

other than server k. Then, the revenue optimization problem
for VEC server k can be formulated as

max
xk,fe

k

UK
VEC((xk, f

e
k), (x−k, f

e
−k))

s.t. C1 : xk > 0, k ∈M,
C2 : fek ≥ 0, k ∈M.

(6)

Lemma 1. For the computing resource selling price of each
VEC server, there is an upper limit, i.e., xk ≤ xmax

k , k ∈M.

Proof. Let Ci,k = ti,0 −
∑k−1

j=1 Rj/v − di/rk. According to
(1) and (3), we get the utility of vehicle i when it offloads the
task to VEC server k as Ui,k = λi(Ci,k − bi/fi,k) − xkfi,k.
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Since the vehicles are rational, vehicle i may choose to
offload its task to VEC server k only when Ui,k > 0.
Thus, we have xk < λi(Ci,k − bi/fi,k)/fi,k. Let Q(fi,k) =
λi(Ci,k − bi/fi,k)/fi,k. To prove the existence of xMAX

k ,
we need to prove there is a maximum value of Q(fi,k).
The first-order derivative of Q(fi,k) with respect to fi,k is
∂Q(fi,k)/∂fi,k = 2λibi/f

3
i,k − λiCi,k/f

2
i,k. We can see that

∂Q(fi,k)/∂fi,k > 0 when fi,k < 2bi/Ci,k. Thus, there exists a
maximum value Qmax

i,k of function Q(fi,k). Considering each
VEC server can offload the tasks from any vehicles under
the delay constraints, the sufficient condition for VEC server
k that is able to sell its computing resource to a vehicle is
xk < xmax

k = max(Qmax
1,k , Q

max
2,k , ..., Q

max
N,k ), k ∈ M. Hence

there is an upper limit of the resource price of each VEC
server.

Lemma 2. For the amount of the computing resource pur-
chased from the BCS by each VEC server, there exists an upper
limit, i.e., fek ≤ fek,max, k ∈M.

Proof. According to (5), if the resource demand on VEC
server k is less than its supply capability, i.e.,

∑N
i=1 fi,k ≤

fmax
k , in order to maximize its revenue, VEC server k

should not purchase any resource from the BCS. On the
contrary, when

∑N
i=1 fi,k > fmax

k , (5) can be written as
UK
VEC((xk, f

e
k), (x−k, f

e
−k)) = xk

∑N
i=1 fi,k − αkf

max
k −

yfek . As each VEC server is rational, it is required that
UK
VEC((xk, f

e
k), (x−k, f

e
−k)) ≥ 0. Thus, we have fek ≤

(xk
∑N

i=1 fi,k − αkf
max
k )/y. Due to the maximum selling

price xmax
k proved in Lemma 1, we get fek ≤ fek,max =

(xmax
k

∑N
i=1 fi,k − αkf

max
k )/y.

Theorem 2. A Nash equilibrium exists in the game of resource
price determination and backup resource purchase between the
VEC servers.

Proof. For VEC server k, k ∈ M, according to Lemma
1 and Lemma 2, its price strategy xk ∈ (0, xmax

k ] and the
backup resource purchase strategy fek ∈ [0, fek,max] . Thus, the
spaces of the VEC servers’ strategy sets {(xk, fek), k ∈ M}
are nonempty, convex and compact. Further more, from (5),
we can find that the revenue function of VEC server k is
continuous and quasi-concave in terms of xk and fek . Thus
the game possesses a Nash equilibrium [15].

IV. STACKELBERG EQUILIBRIUM AND DISTRIBUTED
ALGORITHM

In this section, we first prove the existence of Stackelberg
Equilibrium (SE) of the game. Then, we propose an efficient
distributed algorithm to obtain the optimal offloading strategies
for the VEC servers.

A. Stackelberg Equilibrium

In the Stackelberg game of the vehicular task offloading
process, the VEC servers are the leaders while the vehicles
are the followers. The equilibrium strategies for the vehicles in
this game are their optimal response for strategies announced
by the VEC servers. Given strategy sets {(xk, fek), k ∈ M}

of the VEC servers, according to (4), the equilibrium strategy
(a∗i,k, f

∗
i,k) of vehicle i should satisfy the following condition

Ui(s
∗
i,k, s

∗
i,−k) ≥ Ui(si,k, s

∗
i,−k), i ∈ N . (7)

Similarly, the equilibrium strategies of the VEC server are
their optimal strategies based on the known response of the
vehicles. The strategy set (x∗k, f

e∗
k ) is an equilibrium strategy

of VEC server k, if

UK
VEC((x

∗
k, f

e∗
k ), (x∗

−k, f
e∗
−k), sk(x

∗
k, f

e∗
k ;x∗

−k, f
e∗
−k)) ≥

UK
VEC((xk, f

e
k), (x

∗
−k, f

e∗
−k), sk(xk, f

e
k ;x

∗
−k, f

e∗
−k)), k ∈M.

(8)

According to Theorem 1 and Theorem 2, the non-
cooperative game between vehicles and the game between
VEC servers have NE, respectively. Therefore, there exists a
SE of the Stackelberg game [16].

B. Distributed Algorithm

As the VEC servers in the vehicular task offloading system
may belong to different operators, it is impractical to manage
these servers in a centralized manner. Thus, we propose
a distributed algorithm for the VEC servers to select their
optimal offloading strategies.

In this algorithm, each VEC server starts by randomly
selecting both its resource selling price and the amount of
resources to purchase from the BCS. Considering the VEC
servers are rational, the price set by VEC server k is not
less than the cost of the resource. Furthermore, according to
Lemma 1, there is an upper limit xmax

k of the price. Thus,
the randomly selected price of VEC server k should be in
the interval [αk, x

max
k ], k ∈ M. Based on Lemma 2, the

randomly selected amount of the purchased resources belongs
to [0, fek,max].

Following the announced strategies of the VEC servers, the
vehicles are selected in a random sequence. Each selected
vehicle determines its offloading target server and the amount
of the resources needed in its task offloading by solving (4).

Based on the response of the vehicles, each VEC server
firstly adjusts its resource selling price xk, k ∈M. After this
adjustment, if the demands on server k still exceed its available
resource, it decides to purchase more resources from the BCS.
Otherwise, server k decreases fek until fek reaches zero. The
vehicles make their response to the strategy changes of the
VEC servers. The strategies of the VEC servers are updated
iteratively, until there is no change of the strategies compared
to the previous iteration.

To improve the efficiency of the distributed algorithm, some
impractical strategies of the VEC servers can be removed from
the iterations, which are illustrated in the following Theorem.

Theorem 3. In the case where the selling price of VEC server
k satisfies αk ≤ xk ≤ y, if the total resource demand from the
vehicles on server k exceeds or equals its resource capacity
limit fmax

k , further reducing the price decreases the revenue
of server k, k ∈M.
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Proof. As
∑N

i=1 fi,k ≥ fmax
k , according to (5), we have

UK
VEC(xk) = xk

∑N
i=1 fi,k−αkf

max
k − y(

∑N
i=1 fi,k− fmax

k ).
Let UK′

VEC(xk − δ) denote the revenue of VEC server k that
lowers its selling price with the reduction δ. Considering the
rational characteristic of the vehicles, the decrease of the
price attracts more vehicles offloading their tasks to VEC
server k. Let σ be the increase of the computing resource
requirements from the vehicles. We get UK′

VEC(xk − δ) =

(xk−δ)(
∑N

i=1 fi,k+σ)−αkf
max
k −y(

∑N
i=1 fi,k+σ−fmax

k ).
The difference between the two revenues is UK′

VEC(xk − δ)−
UK
VEC(xk) = (xk − y)σ − δ(

∑N
i=1 fi,k + σ). Since xk ≤ y,

we have UK′

VEC(xk − δ) < UK
VEC(xk). Thus, the decrease of

price xk reduces the revenue of server k.

The details of the proposed distributed algorithm are illus-
trated in Algorithm 1.

Algorithm 1 Distributed algorithm for obtaining VEC servers’
optimal offloading strategies
Initialization: The vehicles with computation tasks {Ti, i ∈
N}; The computation resource capabilities {fmax

k , k ∈
M} for the VEC servers; The BCS’s resource price y.

1: VEC server k arbitrarily chooses its strategy set (xk, fek),
where αk ≤ xk ≤ xmax

k , 0 ≤ fek ≤ fek,max, and k ∈M;
2: Compute the demand response of the vehicles;
3: Loop
4: For VEC server k, k ∈M do
5: if (

∑N
i=1 fi,k ≥ fmax

k ) & (xk ≤ y) then
6: Obtain the optimal price x′k with increase strategy

using (6);
7: else
8: Get the optimal x′k either with increase or decrease

strategies;
9: end if

10: Update the vehicles’ resource demands;
11: if (

∑N
i=1 fi,k ≤ fmax

k & fek > 0) ‖ (
∑N

i=1 fi,k >

fmax
k &

∑N
i=1 fi,k 6= fmax

k + fek ) then
12: fe

′

k = max(0,
∑N

i=1 fi,k − fmax
k );

13: end if
14: End For
15: if ∀ (x′k, f

e′

k ) == (xk, f
e
k), k ∈M then

16: End loop;
17: end if
18: End loop

V. NUMERICAL RESULTS

In this section, we evaluate the proposed hierarchical VEC
offloading scheme. We consider a scenario where 5 VEC
servers randomly locate in a 100-meter road. The computing
resources of the VEC servers from the beginning of the road
to the other end are {1415, 641, 985, 1070, 1228}, respectively.
There are 120 arriving vehicles on the road, and they run at the
speed 120 km/hr. The computing resource units required by
the vehicles and the delay constraints of the tasks are randomly
distributed on the intervals (20, 70) and (2, 5), respectively.
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Fig. 2. The total revenues of the VEC servers with different offloading
schemes.
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Fig. 3. The revenues of the selected VEC servers at different locations.

Fig. 2 evaluates the performance of the VEC offloading
system with different computation offloading schemes. In
this figure, the offloading system adopting the proportional
price scheme has the lowest revenue. Since the price in this
scheme is proportional to the VEC servers’ resource costs,
it cannot be dynamically adapted considering the supply and
demand. On the contrary, in the two optimal price schemes,
price is raised as the demand grows. This is why these two
schemes get more profit than the proportional price scheme.
However, constrained by their computing resource capacities,
the revenues gained by the price schemes without the BCS are
unable to grow continually with the increase of the number
of the arriving vehicles. In our proposed hierarchical VEC
offloading scheme, the price can be adjusted optimally as
the BCS is utilized for making up the computing resource
deficit. Thus, our proposed scheme gains the highest revenue
compared to the other two schemes either with small or large
number of vehicles.

Fig. 3 compares the revenues of the selected VEC servers
with and without the BCS. Here, server 1 is the nearest server
to the starting point of the road, and server-3 is the farthest one.
From this figure, we can see that server 2 and server 3 obtain
higher revenues with the increasing speed of the vehicles.
However, the revenue of server 1 falls down as the speed
grows higher. The reason is that when the speed is slow, a large
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Fig. 4. The total revenues of the VEC servers affected by BCS resource price.

number of vehicles cannot reach the VEC servers located at the
remote end of the road under the tasks’ delay constraints. They
prefer to offload their tasks to the servers being close to the
starting point of the road. Thus, the revenue of server 1 is high.
As the speed increases, vehicle travel delay is reduced. More
farther VEC servers can be selected as the task offloading
targets, and the competition between these VEC servers gets
more intense. As a result, the revenue of server 1 decreases
while the revenues of server 2 and server 3 are increasing.

In Fig. 3, we further find that the revenues gained by the
servers with the BCS are generally greater than them gained
by the servers without the BCS. The improvement of the
revenue is brought by the backup resource supply from the
BCS when the computing resource requirement on a VEC
server exceeds its capacity. It is noteworthy that the revenue
obtained by server 2 with the BSC is less than that of the
same server without the BSC when vehicle speed is at 60
km/hr. With the aiding of the BCS, server 1 offloads more
tasks. Since the speed of 60 km/hr is slow, lots of vehicles
prefer to choose server 1 as the offloading target. Due to the
competition between the VEC servers, the increase of the tasks
offloaded to server 1 reduces the offloading to server 3.

Fig. 4 shows the effects of the BCS resource price on
the revenue of the VEC servers in the cases with different
vehicles. We can see that all the revenues of these cases fall
down as the price increases. Due to the computing resource
capacities of the VEC servers, more tasks may be offloaded
to the BCS when the number of the vehicles becomes higher.
Thus, the revenue in the case with more vehicles is more likely
to be affected by the change of the BCS resource price, and
decreases faster with the increase in price. It should be noted
that when the price is 1.0, the revenue of the case with 200
vehicles is almost equal to that of the case where the number
of the vehicles is 160. The reason is that according to Lemma
1, there is an upper limit of the VEC servers’ resource selling
price. When the price of the BCS is high, the VEC servers
may not buy resource from the BCS. Furthermore, the volume
of the VEC servers’ offloading service is limited due to their
resource limitations. Thus, the gained revenues of the servers

are almost the same in the cases with high BCS price together
with large number of vehicles.

VI. CONCLUSION

In this paper, we proposed a hierarchical VEC offloading
framework in cloud-based vehicular networks. Based on the
framework, we investigated the task offloading mechanism
and formulated it as a Stackelberg game. We developed a
distributed algorithm for obtaining the optimal strategies of
the VEC servers, which maximize their revenues while ensure
the delay constraints of the computation tasks. In addition, we
validated the revenue enhancement in our proposed scheme
through analytical and numerical results.
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