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The availability and reliability of wireless multi-hop
networks with stochastic link failures
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Abstract—The network reliability and availability in wireless
multi-hop networks can be inadequate due to radio induced in-
terference. It is therefore common to introduce redundant nodes.
This paper provides a method to forecast how the introduction
of redundant nodes increases the reliability and availability of
such networks. For simplicity, it is assumed that link failures are
stochastic and independent, and the network can be modelled as
a random graph. First, the network reliability and availability
of a static network with a planned topology is explored. This
analysis is relevant to mesh networks for public access, but also
provides insight into the reliability and availability behaviour
of other categories of wireless multi-hop networks. Then, by
extending the analysis to also consider random geometric graphs,
networks with nodes that are randomly distributed in a metric
space are also investigated. Unlike many other random graph
analyses, our approach allows for advanced link models where
the link failure probability is continuously decreasing with an
increasing distance between the two nodes of the link. In addition
to analysing the steady-state availability, the transient reliability
behaviour of wireless multi-hop networks is also found. These
results are supported by simulations.

Index Terms—Random graphs, multi-hop mesh, IEEE 802.11s,
reliability, availability, transient behaviour.

I. INTRODUCTION

wireless multi-hop network (typically with an ad hoc
topology) is a network composed of a group of nodes
interconnected via wireless links. The nodes in the network
implements a routing protocol which enables them to com-
municate with each other over multiple link hops. The nodes
in these networks are often self-configured and self-organised.
Examples of such networks include wireless mesh networks
[1], mobile ad hoc networks (MANETS) [2] and wireless
sensor networks (WSNs) [3].
This paper analyses two important classes of static wireless
multi-hop networks. They will be referred to as:

e Planned mesh networks
¢« Random mesh networks

Typically, in planned mesh networks the location of each
node is carefully planned. These networks usually appear as a
consequence of the high costs associated with interconnecting
nodes in a network with wired links. For example, ad hoc
technology can in a cost-efficient manner, extend the reach of
a wired backbone through a wireless backhaul mesh network.
Currently, there is a large number of commercial deployments
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of such solutions for public access in urban areas, where
the nodes are often located on roof-tops. These networks are
referred to as roof-top networks or backhaul mesh networks.

Unlike a planned mesh, a random mesh network consists
of nodes that are randomly distributed (i.e. geographically
deployed in a random manner). They typically appear in
situations where it is required that the network is set up in an
ad hoc fashion. Such networks can be used to provide a self-
formed temporary communication infrastructure for disaster
recovery operations, for communication at conferences or
conventions and in tactical military operations.

Common for these two types of wireless networks, is that
radio-links are vulnerable to failures caused by radio induced
interference, which in most cases has a negative impact
on the network reliability and availability. This represents
a considerable barrier for wide deployment of planned and
random mesh networks.

In a planned mesh network it is therefore common to
improve the network reliability and availability by introduc-
ing redundant nodes. Typically, the possible location of a
redundant node in a planned mesh network is known, e.g. the
operator of a roof-top network is in contact with a property
owner that is willing to offer a specific roof-top as a site for
the redundant node.

The site-acquisition and site-operation cost associated with
each redundant node, is usually high. Therefore, the network
planning phase should include a cost-benefit analysis, where
the additional network reliability and availability of adding
this redundant node is weighted against the additional costs.
While the cost of adding a redundant node usually is easy
to determine, it is more difficult to forecast the additional
reliability and availability gained by adding the node. The
main reason is that little have been published about network
reliability and availability for mesh networks. By using the
random graph analysis presented in this paper, however, it
might be possible to estimate what will be the improved
reliability and availability by adding one or more redundant
nodes.

Indeed, the main contribution of this paper is a method to
forecast how the introduction of redundant nodes increases the
network reliability and availability of planned mesh networks.
By using the random graph analysis presented in this paper, the
network reliability and availability of a planned mesh network
can be found as a function of the number of redundant nodes.
By applying the same method, it is possible to forecast how
the introduction of redundant nodes will increase the network
reliability for any given topology. (The possible topologies
are given, since the location of the redundant node normally
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is not arbitrary, but restricted to one or a limited number of
alternatives.)

A similar method is also presented for random mesh net-
works, and it is based on a random geometric graph analysis.
This method is useful in scenarios where the concept of
redundant nodes makes sense. In a mobile ad hoc network,
for example, the concept of redundant nodes translates into
deploying more nodes in an area than strictly necessary
in order to increase the network reliability and availability.
Deploying these networks, it is useful to know the required
node density in order to obtain the desired availability and
reliability. Likewise, in a sensor dust network, where the nodes
are static, it is also valuable to find the necessary sensor
density that satisfies the required probability that the network
is connected. Unlike many other random graph analyses,
our approach allows for advanced link models where the
link failure probability is continuously decreasing with an
increasing distance between the two nodes of the link.

The rest of the paper is organised as follows: Section II
presents the network models for planned and random mesh
networks, corresponding to a random graph model and a
random geometric graph model, respectively. It also presents
link failure probability models used in the analyses. Reliability
and availability metrics for a mesh network are presented in
Section III using a random graph approach. The section also
evaluates the effect of redundant MPs in a backhaul mesh
network for two example topologies. The random graph ap-
proach is then extended to a random geometric graph analysis
in Section IV, where networks of independently and uniformly
distributed MPs are considered. While the analyses up until
this point mainly focus on network availability and steady-state
conditions, the time-dependency of the network reliability is
addressed in Section V. This section also describes how to
obtain the mean time to failure and the mean time between
failures for an arbitrary mesh topology. Finally, related work
is described in Section VI, before conclusions are drawn in
Section VIIL

II. NETWORK MODEL
A. Network Terminology

A network terminology is needed in order to describe
the architecture of planned and random mesh networks, and
in what way redundant nodes can be introduced in their
architecture. This paper reuses the terminology of wireless
mesh networks, more specifically of the IEEE 802.11s spec-
ification [1] of mesh networks, which is based on the IEEE
802.11 standard [4]. In this terminology a node in a mesh
network is referred to as a mesh point (MP). Furthermore, an
MP is referred to as a mesh access point (MAP) if it includes
the functionality of an 802.11 access point, allowing regular
802.11 stations (STAs) access to the mesh infrastructure.
Finally, an MP is referred to as a mesh portal (MPP) if it
has additional functionality for connecting the mesh network
to other network infrastructures.

Figure 1 illustrates the introduction of a redundant node in a
backhaul mesh network. Under regular operation, each STA is
connected to a MAP, and the STA’s traffic is forwarded along

the shortest path between the MAP and the MPP. However,
if a link in the shortest path becomes unavailable, the routing
protocol ensures that a new path through the redundant node
is constructed.

Given that the routing protocol is based on shortest-path,
there is no load-sharing in the network. This means that the
introduction of the redundant node is not intended to increase
the overall throughput of the network. Its main purpose is
to improve the network reliability and availability. Thus, this
paper is solely concerned with the connectivity measures of
a wireless mesh network, while other network performance
metrics, such as throughput and delay, are not included in the
analysis.

\Redundam/ ,
\Iv }\ (/
i+ MP }

~=N

MP: Mesh Point

MPP: Mesh Portal

MAP: Mesh Access Point
STA: Station

Wired infrastructure

Fig. 1. A backhaul mesh network with a redundant node.

B. Graph description

A wireless mesh network can be described as a undirected’
graph G = (V, E), where the nodes in the network serve as
the vertices v; € V(G). Any two distinct nodes v; and v;
create an edge ¢; ; € E(G) if there is a link between them.
For simplicity, we let € denote the size of the graph, i.e. the
number of edges, ¢ = |E(G)|.

A minimal set of edges in the graph whose removal discon-
nects the graph is an edge cutset. The minimum cardinality
of an edge cutset is the edge connectivity or cohesion 3(G).
A (minimal) set of nodes that has the same property is a
node cutset, and the minimum cardinality of this is the node
connectivity x(G). An edge tieset is a set of edges which
forms a connection between a set of vertices. The minimum
cardinality of a tieset is the shortest path between a set of
vertices.

In order to provide an adequate measure of network re-
liability, the use of probabilistic reliability metrics and a
probabilistic graph is necessary. This is an undirectional graph
where each node has an associated probability of being in an
operational state, and likewise for each edge.

In wireless multi-hop networks, link failures may be caused
by radio fading, signal attenuation, radio interference, back-
ground noise and other inherent characteristics of the wireless

"Most routing protocols have a symmetric neighbour discovery mechanism
or other mechanisms that ensure that the links are undirected.
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medium [5] [6]. As a result, the link failure frequency is in
general much higher than the node failure frequency. For that
reason, it is natural to model the nodes v; € V(G) in the
topology as invulnerable to failure, and concentrate on the
link failures in the analysis. Because of these characteristics,
this paper argues that a mesh network can be analysed as a
random graph.

C. Random graph model for a planned mesh network

A mesh network of n nodes can be modelled as a random
graph G(V, E,p), where p is the link failure probability, i.e.
the probability that a link between two nodes is not included in
the graph, and n is the order of the graph, |V (G)| (Generally,
a random graph is denoted as G(V, E, p), where p is the link
existence probability (i.e. p = 1 — p). In this paper, however,
we consequently use the link failure probability p instead of
the link existence probability p.)

An underlying assumption in our analysis is that the fre-
quent link failures seen in planned mesh networks can be
modelled by the link failure probability p and that p is
determined independently for each link. The latter means
that a link €54 connecting two nodes v, and vy may fail
independently of ¢; ; € E(G)\{vs,vq}.

D. Random geometric graph model for a random mesh net-
work

A random geometric graph G(V, E,r) is a geometric graph
in which the n = |V(G)| nodes are independently and
uniformly distributed in a metric space [7]. In other words,
it is a random graph for which a link between two nodes vy
and v, exists if, and only if, their Euclidean distance is such
that || vs — vq ||< ro.

However, this paper considers a generalised random ge-
ometric graph, G(V, E,r,p), where the existence of a link
is determined not only by the geographic distance between
the uniformly distributed nodes, but also by the link failure
probability p, which results from the salient characteristics of
wireless communication.

Furthermore, we define:

o The visibility graph, as a graph where there is an edge
between two vertices, if the two nodes are within radio
transmission range 7o of each other.

o The connectivity graph, as a graph where there is an edge
between two vertices, if the two nodes are within radio
transmission range of each other and if the communica-
tion link between the two nodes has not failed.

E. Link failure probability models

A basic link model, which is used in our analyses, is to
assume that the link failure probability is equal for all links
and independent of the Euclidean distance, i.e. a distance-
independent link model. However, the fact that a link €, 4 is
defined, naturally means that the two nodes vs and v, are
within each other’s radio transmission range.

Although most of our analyses use a distance-independent
link failure model, a distance-dependent model is also investi-
gated. Especially for a random geometric graph it makes sense

to assume that the link failure probability of a link ¢; ; depends
on the Euclidean distance between the two nodes v; and v;.
In the following we present a more elaborate, but well-known
link failure model that is distance-dependent and that is being
used in research on ad hoc and mesh networks (e.g. cf. [§]
[9D.

In radio communications, the average value of the received
signal power on a link €54 decreases with an increasing
geometric distance between the two nodes v, and wvg. This
phenomenon is often referred to as pathloss, and the behaviour
of the signal power is referred to as the area mean power,
P,. The area mean power is often modelled by a power law
P, o« r~". Here, the pathloss exponent, 1, depends on the
terrain and the environment. It may vary between 2 in free
space up to 6 in for example urban areas [10]. In ad hoc
and mesh network research it is common to use a pathloss
model and assume that a signal transmitted from v, is received
correctly at vg if the received signal power exceeds a minimum
required threshold. The result is a circular coverage area of
radius 7o around the transmitting node (Figure 2(a)).

In reality, however, the received power levels might vary
significantly in space and time around the area mean power
value of the pathloss model. Thus, to make the pathloss model
more realistic, one might assume a log-normal shadowing
radio propagation model [11] where the logarithmic value of
the mean power at different locations is normally distributed
with standard deviation o around the logarithmic value of the
area mean power (Figure 2(b)). The link failure probability is
then given as a function of the distance r by [9]:

where 7 is given by the same threshold as for the area mean
power model. Empirically ¥ may vary in the range O to 6 [9].
In the analyses presented later, ) will be varied and set to
either of the values {0.25,0.5,1.0,1.5,2.5}.

(a) Pathloss model (b) Distance dependent

Fig. 2. Different connectivity for distance-dependent and distance-
independent link models

The link failure probability py(r) in Eq. (1) is implicitly also
an expression for the characteristic of the two radio receivers
on a link, and their ability to correctly receive data. As the
bitrate on a link increase, the probability of correctly receiving
data approaches a step function [12], similar to Eq. (1) with
1) approaching zero.



JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. X, NO. Y, SEPTEMBER 2009 4

III. RANDOM GRAPH ANALYSIS OF PLANNED MESH
NETWORKS

A. K-terminal reliability

We start the analysis of network reliability and availabil-
ity by applying the k-terminal reliability, which is defined
as the probability that a path exists and connects k nodes
in a network. The k-terminal availability for the k nodes
{n1,...,nx} CV(G) can be found as:

R (G, p)

_ Z jwinl,..

i=wny,..,ny, (G)

TGP -p) @)

=1- > GG (1 -p) T 3)
i=(G)

where ¢ = |E(G)| is the size of the graph. In Eq. (2),
T (@) denotes the tieset with cardinality i, i.e. the num-
ber of subgraphs connecting the nodes n1, . .., ny with ¢ edges.
_____ ne (G) is the size of the minimum tieset
connecting the nodes ni,...,n;. In Eq. (3), C;"""*(G)
denotes the number of edge cutsets of cardinality ¢ and 3(G)
is the cohesion.

B. Network availability

The network reliability is defined as the probability that a
network operates successfully, i.e. is connected, for a given
period of time under environmental conditions [13]. More
specifically, if the network operates successfully at the time ¢,
the network reliability yields the probability that there were
no failures in the interval 0 to t.

The analysis of network reliability assumes for simplicity
that there are no link repairs in the network. This is not
exactly true for mesh networks, since a neighbour discovery
mechanism or some other functionality will ensure that a
failed link is restored when the radio conditions improve. The
metric used to describe repairable networks is availability. The
availability is defined as the probability that at any instant of
time ¢, the network is up and available, i.e. not disconnected
[13]. The network availability is a reliability measure of great
significance, because it indicates the portion of the time the
network is operational.

This paper, however, focus on the availability at steady-
state, found as ¢ — oo, i.e. when the transient effects from
the initial conditions are no longer affecting the network. The
steady-state availability is equal to MTBF/(MTBF + MTBR),
where MTBF is the mean-time-between failure and MTBR is
the mean time between repair [13]. It can also be expressed
in terms of the mean time to failure (MTTF) and the mean
time to repair (MTTR) [14].

When a link in the network is repairable, we can model
it as a two-state Markov diagram, where one state represents
the link being up, while the other represents the link being
down. The link failures of an operational link ¢; ; are modelled
according to an exponential distribution with a failure rate

parameter A. In addition, we assume that the repair rate of a
failed link is exponentially distributed with a rate parameter
w. (Figure 3)

Fig. 3. A simple two state Markov model of the reliability of a link

At steady-state, the state probabilities for the link being up
(py) or down (pg) are easily found as:
A

1
Pu= 7 ox P 0N @

C. Reliability and availability of a planned backhaul mesh
network

Consider the mesh backhaul network illustrated in Figure
4. This network can be described as a graph G, that in-
cludes & — 1 different distribution nodes d; € D, where
D = {dy,ds,...,d;—1}, and one root node r. According to
the previous terminology of IEEE 802.11s, a distribution node
corresponds to a MAP in an IEEE 802.11s network, while the
root node corresponds to an MPP.

Under regular network operation, the transit traffic in the
network is directed along the shortest path between the root
node r and each distribution node, d; in D. If any distribution
node is disconnected from the root node, the network has
failed, as it is not operating as intended. Thus, the network is
fully operational only if there is an operational path between
the root node and each of the distribution nodes. This is true
if, and only if, the root node r and the k£ — 1 distribution nodes
are all connected. Thus, the reliability of the network may be
analysed using the k-terminal reliability.

When considering reliability, the network availability is of
highest interest. Using the expressions above, the k-terminal
availability can now be found as:

Agvdla-wdk—l(G’pd) —
. rdi,.dk—1 4 e—1
1= Crm i (1—pa)™" (3)
i=8

A TEEE 802.11s network can be configured to allow the
STAs to access the MAPs at one frequency band (e.g. using
802.11b or 802.11g) and use another frequency band for
the communication between the MPs in the backhaul mesh
network. Because the extra equipment cost of such a con-
figuration often is minimal compared costs associated with
site-acquisition, it is anticipated that many commercial mesh
networks will implement a MAP at each MP in the network.
For such a configuration, the all-terminal availability of the
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network, i.e. A.(G, pqg) = AL (G, py) for k = |V(G)|
in Eq. (5) has to be considered.

Alternatively, if there is only one root node r (i.e. MPP) and
one distribution node d (i.e. MAP), the two-terminal availabil-
ity is the metric of interest. The two-terminal availability is
found as A%(G, pg) in Eq. (5).

D. Evaluation by example

This section considers the topology in Figure 4, where
two MAPs are distributed and connected to a MPP over
a mesh network. The availability of the service provided
by the MAPs is in general the quantity of most interest,
and can be calculated using the three-terminal availability
A27d57d6(G7pd):

€

>

=Wy, dg,dg (G)
€

Yo @R - p) T (©)
i=Br,d5,dg (G)

MAP @

A (G pa) = 7 (C)p (1~ pa)’

-1

MP a Core topology

wip @
—O—O—0O
MPP MP MP MAP

Fig. 4. The initial topology without redundant MPs

7N
MAP@————J\dlo/\

|

Fig. 5. The initial topology with redundant MPs (Topology A)

Figure 6 and Figure 7 show the calculated availability and
the effect when an extra MP is added to the network. The
redundant MPs are added in a particular order, consecutively
dz7,...,dy2 (Figure 5). The results in Figure 6 indicates that
the effect of adding redundant MPs is greatest when pg < 0.6.

Figure 7 gives a different perspective of the same results, as
it illustrates how the availability increases as redundant MPs
are added when the value of py is given. Four different values
of pg € {0.01,0.1,0.3,0.5} are considered. A link failure rate
pqa = 0.5 is quite pessimistic, and will in most cases render
the network as useless for any practical purposes. Although
we concentrate our analysis on lower values of pg, we have
also considered setting pg = 0.5, since this is easy to analyse
analytically, as is shown below.

In telecommunications network, it is a requirement that a
service must be available 99.999% of the time. Although it
is very difficult to satisfy this requirement in multi-hop mesh
networks, it is still interesting to analyse mesh networks with
a relatively high availability, e.g. when the network operator
has taken measures to ensure that the underlying link failure
probability is low. In Figure 8 an enlarged version of Figure 6
is shown, for which the link failure probability is pg < 0.01.
It is observed that the curve for the redundant node di;
represents a leap in the availability, compared to a topology
that only includes the nodes dr,...,d1o. The reason is that
when dy1 is added, the entire network becomes 2-connected.
Thus, when d;5 is then added, it results in only a negligible
improvement of the availability. The improvement is most
negligible at low values of pg, since then with a very high
probability one failover path (i.e. redundant path) will be
sufficient to ensure connectedness of the network when a link
fails. However, as p, increases, the probability of multiple
simultaneous link failures increases, leading to an increase
in the probability of simultaneous failure of both the core
path and the failover path. Thus, the availability increase
resulting from the addition of dyo becomes less negligible as
pq increases.

(O—C No redundancy
+--C— With d;

x----x With d7, ds
--v Withdz, -, doy
e - - 2r With d7,- - -, dio
In—-A With dz,- -, diy
— —+ With dz,-- -, dio

Availability (P7ds)

I ! i
70.0 0.2 0.4 0.6 0.8 1.0
Probability of link failure (p,)

Fig. 6. Network availability when adding redundant MPs to Topology A

E. Assessing the importance of each redundant node: Their
order of priority

When deploying several redundant nodes and there is a
number of locations they can be situated, it is beneficial to
find the order of priority between the possible locations. If
we assume that the costs are equal for all locations, the order
of priority will be determined by the increased reliability and
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Fig. 8. Network availability at low link failure probabilities (an enlarged

version of Figure 6)

availability alone. In this section, an order of priority is found
based on the network availability.

Algorithm 1 describes a method for finding an order of
priority. It starts with a connected graph, G, of nodes in all
possible node locations (e.g. corresponding to 7,dy, ..., d12 in
Topology A) and a connected subgraph of G, G, of core
nodes (e.g. r,dq,...,dg in Topology A). For each non-core
node in G that is a one-hop neighbour node of any of the core
nodes, the availability is found for G; with a single one-hop
neighbour added. The one-hop neighbour node that yields the
highest availability is selected as the highest priority redundant
node, and the location of this node is the highest priority
location of a redundant node. The selected node is then added
to the connected graph of core nodes, and the procedure is
repeated to find the second highest priority node (or location).
This is repeated until all redundant nodes are part of the graph
of core nodes. (Step 8 and 14 of the algorithm can be omitted,
as the value a9, is only used in the analysis of the algorithm
below.)

The result of applying Algorithm 1 to Topology A is
the ordered list ({d7}, {ds,do}, {d10,d11}, {d12}). All actions
within the WHILE-loop starting in step 3 comprise a stage of
the algorithm. Due to the network symmetry, the two nodes
{dg, dy} are derived in the second stage of the algorithm, while

Algorithm 1 L(G, C)
Require: A connected graph G, a set of connected core nodes
CeV(G).

1. L—()
2: (1 « the connected subgraph of GG containing only the
nodes in C'
: while G; # G do
: force C do

3

4

5 N «— {one hop neighbours of ¢ € V(G)} \C
6: end for
7

8

9

Umazx < 0

A2nd < 0
: Cl — @
10: forn e N do
11: GG; < the connected subgraph of G containing only
the nodes in C'U {n}
12: a Ag’ds’dG(Gl,pd)
13: if a > a4, then
14: a2nd <~ Qmax
15: Amar < @
16: Cy — {n}
17: end if
18: if a = a4, then
19: Cy— CiU{n}
20: end if

21:  end for

2. L~ Append(f, Cy)

3. C—=CUCy

24: (1 «+ the connected subgraph of GG containing only the
nodes in C'

25: end while

26: return L

the nodes {dyo,d;1} are derived in the third stage.

The derived list ({d7}7 {dg, dg}, {dlo, dll}; {dlg}) indi-
cates that the redundant node d; should be added first. Because
the topology is symmetric, it does not matter whether dg or
dy are added second or third. Similarly, it does not matter
whether dig or dj; are added as number four or five. In any
case, dqo should be the last node to be added.

TABLE 1
ANALYSIS OF HOW REDUNDANT NODES IN TOPOLOGY A AFFECT THE
AVAILABILITY AL 95°96

d7 dg dg di0 di1 dig
Ac(Gy,pg = 0.1) 0.627 0692 0765 0841 0924 0942
Ac(G1,pg = 0.5) 0023 0031 0043 0057 0076 0091
|E(G1)| 8 10 12 14 16 18
IE(GI T;(G1) 6 k) 177 940 5008 24000
i=w(G1)
AH 7 7.7 7.99 8.5 8.9 9.75
AAc(Gy,pq = 0.1) 0.095 0.065 0.005 0.062 0.067 NA
AAc(Gy,pg = 0.5) 0007 0007 0002 0008  0.009 NA

AG*G’Q Ac(pg =0.1) 0.083 0.182 0.182 0.085 0.085 0.018

In the following, we will examine how the addition of
each redundant node is improving the availability. First we
change step 19 of Algorithm 1 to C; <« {n} (which
is the same action as performed in step 16). This change
ensures that the algorithm produces a list where only one
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node is added at a time, because only one node is selected
in each stage of the algorithm. This will produce the list
({d7}, {dg}, {dg}, {dlo}, {dll}a {d12}) The reason that dg
here came out with a higher priority than dg, is because it
was selected arbitrarily later than dy in step 10. For the same
reason, dyo came out coincidentally with a higher priority than
d11.

In order to analyse how the addition of each redundant
node improves the availability, we calculate the value a,,q,; =
Amds:ds (G py) at the end of the stage (i.e. after step 24 in
the algorithm). The results for a4, is shown in the first two
rows of Table I for the link failure probability, p; € {0.1,0.5}.
For pg = 0.1 it is observed that improvement in availability
for adding node d;5 is insignificant, as pointed out earlier.

At a considerably high link failure probability of pg; = 0.5
this is no longer the case. This setting of py is interesting to
study, since the availability can be written as:

1\ [E@GI |E(G1)] y
) * ¥ mee@ o

=Wy, d5,dg (G1)

The first term in Eq. (7) reflects the availability of a path
in the network, while the second term reflects the number of
possible paths in the network. The first term is easy to find,
since |E(G1)| of the core backhaul in Topology A is equal to
6. Furthermore, each redundant node of the topology increases
|E(G1)| by two, as shown in the third row of the table. Explor-
ing the effect of the second term, we do the following: Instead
of finding the availability in step 12 of Algorithm 1, we find the
corresponding tiesets, i.e. a «— ZLEwGld‘ e (Gh) T (Gy)
of GG1. The results are listed in the fourtl(fl row of Table I.
While the first term (1/ 2)‘E DI decreases with a factor 1 /4
each time a redundant node is added, it is observed that the
second term Z‘ e )TT d”d“(G’l) increases with a

1= UJT d5 dg(G1
factor around 5.

Having a clearer understanding of the case in which p; =
0.5, it is easier to analyse the behaviour for when pg is
low. For sufficiently low values of p; we can approximate
p4(1 — pa)~% — p} in the expression for the availability in
Eq. (6). The implication of this is that when summing up all
possible redundant paths of the tieset, the long paths contribute
less to the overall sum compared to the shorter paths. The
average hop length, AH, of the paths generated when adding
a redundant node, is shown in the fifth row of Table I. Since
the redundant nodes d7,...,d;; have locations close to the
original core backbone and close to the center of the network,
the redundant paths they generate do not increase the average
hop length of the paths considerably. Node d;2 on the contrary
is located in the outskirts of the network, and the redundant
paths it generates are considerably longer. The result is that
the addition of d;o contributes less to the total availability,
compared to the addition of the other nodes.

With the purpose of acquiring an in-depth understanding of
the selection process of Algorithm 1, we also do the following:
In each stage of the algorithm we calculate the value AA, =
Gmaz — Q2nq at the end of the stage. The value AA, is an
indicator of how much the availability improves by adding
the most favourable redundant node, compared to adding the

second best redundant node in each stage. (A node that due
to network symmetry yields exactly the same availability, is
not counted as a second best node.) The calculated values for
AA, = Qpgz — Ganq are shown in the sixth and seventh rows
of Table I for p; = 0.1 and py; = 0.5, respectively. These
results show that when node d; and dg have been added, it
does not make any noticeable difference for the tree-terminal
reliability whether dg or dy are added first, even though they
are not a symmetric pair of nodes. In light of the discussion
above and by examining the topology, it is easy to accept that
the reason is that both nodes will generate an approximately
equal amount of redundant paths, and that the average length
of these two sets of paths are quite similar.

F. Assessing the importance of each redundant node: Their
importance in a given topology

When the number of redundant nodes and their location
is decided, the next step in an availability analysis is to
examine the weighted importance of each node in the topology.
For example, the weighted importance of each node might
be a guideline for real deployment on how to allocate the
investments for each site, in terms of network equipment
or physical measures to secure the site against threats of
operation.

Assessing the weighted importance of each node in a given
graph G, can be done as follows: A single node is temporarily
removed from the graph G, resulting in a subgraph Go.
By comparing the availability of the subgraph A.(Gs,pq)
with the availability of the original graph, A.(G,pg), the
impact on the availability caused by the node removal can
be determined. The redundant node for which removal affects
the availability the most (i.e. the node with the highest
Ag_c,Ac(pa) = Ac(G,pg) — Ac(Ga,pq)) is considered to
be of highest importance. Note that when one redundant node
d; is removed, all other nodes d1,...,d;—1,d;+1,...,d12 are
assumed to be part of the subgraph Gs.

The final row of Table I shows the effect on the availability
caused by removing a redundant node. The table shows the
results for pg = 0.3.

The weighted importance of a node might be higher than
that of another node at a low pg, while lower at a high pg.
This is illustrated in Figure 9. We can observe that for small
link failure probabilities (pg < 0.1), the failure for node
d7 has little impact, since the connectivity for r,ds,dg is
provided by longer paths. However, the failure of node dy
has a considerably impact, since this will also affect paths
through node dy; and di5. As the link failure probability
increases (pg > 0.1), node d; will have a greater impact on
the availability, since the longer paths connecting r, d5, dg then
will have a higher probability of failing.

Finally, it is observed that the importance of the core nodes
di,...,d, can also be easily found and analysed in a similar
manner. However, this aspect is considered out of scope here.

G. Alternative topologies

Although the set of node locations in a planned mesh is
often predetermined in real deployments, it is of interest to
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Fig. 9. The impact availability when a redundant node in Topology A fails

examine how the underlying topology affects the reliability
and availability performance.
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Fig. 10. An alternative deployment of redundant MPs (topology B)

Figure 10 (Topology B) illustrates an alternative configura-
tion that deploys the redundant MPs geographically closer to
the backhaul mesh. Assuming that the redundant MPs have
a transmission range equivalent to the range in Figure 4,
positioning the MPs closer to the backhaul mesh nodes will
increase the number of links from the redundant MPs to the
graph of connected nodes. Here, | E(G1)| increases with 3 (in
contrast to 2 for Topology A) for each redundant node that
is added to the network. The result is a higher number of
available redundant paths in the network.

Results for Topology B are presented in Figure 11, Figure
12 and Table II. When comparing these with the correspond-
ing results for Topology A, a higher level of availability is
observed, which is expected in the light of the discussions
above in Section III-E.

Furthermore, Figure 11 shows a leap in the availability
when node dy; is added, which is most notable at relatively
low values of py. The main reason is that dy; transforms the
network into a two-connected topology. The same effect was
observed for Topology A.
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Fig. 11. Network availability when adding redundant MPs to Topology B
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IV. RANDOM GEOMETRIC GRAPH ANALYSIS OF RANDOM
MESH NETWORKS

A. Ad hoc networks where some or all nodes are randomly
distributed

The random graph analysis in the previous section con-
sidered network topologies with a pre-defined and planned
visibility graph where the links in the visibility graph were
included in the connectivity graph by a link failure probability
pq. The location of each node was planned in a way to ensure
that the visibility graph was always connected.

This section, on the contrary, considers wireless multi-hop
networks where the visibility graph is a random geometric
graph. As before, the links in the visibility graph are included
in the connectivity graph by the link failure probability p,.
However, as the visibility graph is a random geometric graph,
the reliability and availability of the networks considered in
this section, depend on both the topology of the nodes (i.e.
whether the visibility graph is connected or not at a given
point in time) and the failure probability py of the links in the
visibility graph.

The connectivity of the visibility graph can be estimated
separately. In [7], for example, the author shows that the
probability for k-connectivity of a homogenous ad hoc network
is given by:
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TABLE 11
ANALYSIS OF HOW REDUNDANT NODES IN TOPOLOGY B AFFECT THE
AVAILABILITY Ay ¢3¢0

d7 dg dg dig diy
Ac(Gy,pg = 0.1) 0641 0711 0789 0875 0971
Ac(G1,pg = 0.5) 002 0045 0073 0114 0.177
|E(G1)| 9 12 15 18 21
‘,E(Gl)‘ T;(G1) 15 188 2395 29889 373106
i=w(Gy)
AR 7 77 8.3 8.9 9.42
019 0110  0.10  0.095 0.095

Ag_gyAc(pg = 0.1)

P(G is k-connected) = P(dmin > k) =

) e
1— Z e PTG (8)

i=0
for high probabilities P(din > k). In Eq. (8), dmin is the
minimum node degree, r( is the transmission range and p =
[V (G)|/A is the node density , where A is the size of the area.
The equation can be used to determine the threshold value for
the transmission range 7y required to achieve an almost surely
k-connected network.

In order to determine the network availability of a wireless
multi-hop network with randomly distributed static nodes,
one first needs to ensure a sufficiently high probability of
the visibility graph being connected. In a network where the
randomly distributed nodes are mobile, on the other hand, the
network availability is determined both by the probability that
the visibility graph is connected at a given instant of time, and
by the link probabilities of the links in the visibility graph.

\
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Fig. 13. Deployment of redundant MPs in an ad hoc fashion (topology C)

B. Example where the redundant MPs are randomly dis-
tributed

Consider, as an example, Topology C which is shown in
Figure 13. This network architecture is a variation of the
topologies analysed in the previous section. Here, and unlike
Topology A and B, the redundant MPs are independently and
uniformly distributed in the area, while the locations of the

core infrastructure nodes (7, dy, ..., dg) are stilled planned (i.e.
the visibility graph of the core infrastructure nodes is always
connected). This network architecture might be relevant in
scenarios where the self-configuration capability of a random
ad hoc networks, enables the construction of failover paths for
a wireless backhaul network.

In the figure, r( is the transmission range of the nodes, for
both MPs and the ad hoc nodes which act as redundancies.
This is is not very realistic, but chosen for simplicity The
redundant nodes are added uniformly in an area of the size
A=9rd

Figure 14 illustrates the three-terminal network availability
Ards:ds ag a function of a varying number of redundant MPs.
Each curve in the figure consists of the mean values obtained
from 100 randomly generated topologies of the redundant
nodes. As expected, the availability improves gradually as the
number of redundant nodes increases.

Figure 15 shows the effect of adding redundant nodes for
a link failure probability of p; € {0.01,0.1,0.3,0.5}. A
comparison of Figure 15 with the results for Topology A and
Topology B in Figure 6 and Figure 7, illustrates the advantage
of carefully planning the locations of the redundant nodes,
especially when the link failure probability p; > 0.1.

In many networking scenarios, however, planning the loca-
tion of each node is not always an option. Figure 15 establishes
that a random distribution of the redundant nodes is a valid
alternative at the cost of a higher number of redundant nodes.

[ N(‘) redundancy
-0 2 redundant nodes
XX 4 redundant nodes
V-V 8 redundant nodes
#-% 10 redundant nodes

Availability (Prs-ds)

0.6 0.8 1.0
Probability of link failure (p,)

Fig. 14. Network availability when adding redundant MPs for Topology C

C. Example where all core MPs are randomly distributed

As another example, consider a network architecture where
all MPs in the network (except the MPP and the MAPs) are
randomly distributed. This is referred to as Topology D and is
illustrated in Figure 16. Topology D is a variation of Topology
C, except that now it is only the locations of nodes {r, ds, ds}
that are planned.

This scenario is relevant for mobile ad hoc networks tar-
geted at providing connectivity between some strategic nodes
(i.e. the MAPs) and an internet gateway (i.e. the MPP). In a
military scenario, for example, ensuring connectivity between
some strategic units (MAPs) and the commando head quarter
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Fig. 15. The effect of redundant MPs on Topology C
Fig. 16. Deployment of redundant MPs in an ad hoc fashion (Topology D)

(via the MPP) might be the primary objective of the network
deployment.

Note that the visibility graph of the three nodes {r, ds, ds}
is not connected. Thus, it does not make sense to calculate
the three-terminal availability before there is a certain density
of the randomly distributed nodes. Otherwise, the visibility
graph will never be connected. This is demonstrated in Figure
17, where the probability of Topology D being 1-connected
is shown. As Figure 17 illustrates, the analytical and the
simulated results differ. This is caused by using Euclidian
distance metric for P(k-connected), where the redundant nodes
at the edge of the area of the topology have fewer neighbour
nodes than the ones in the middle. This was also the case in
[7], where using a torodial distance metric gave similar results
for analytical and simulated
P(1-connected).

Assuming that the randomly distributed nodes in Topology
D (Figure 16) are mobile, the network availability is deter-
mined both by the topology of the visibility graph and the
link failure probabilities of the links in the visibility graph.
Figure 18 shows the effect of adding redundant nodes for a link
failure probability of p; € {0.01,0.1,0.3,0.5}, as well as for
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g. 17. The probability of Topology D being 1-connected

pa = 0. Each curve in the figure is found as the mean of 10000
randomly generated topologies. Each of these topologies might
represent a snapshot of the locations of the mobile nodes.

The curve for pg = 0 (Figure 18) illustrates the probability
that the visibility graph of the mobile nodes is connected at a
given instant of time. Thus, the discrepancy between this curve
and the four curves for p; € {0.01,0.1,0.3,0.5} illustrates
how the link failure probability contributes to a reduction in
the network availability.
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Fig. 18. The availability of Topology D with randomly distributed mobile
nodes

D. Comparison of link probability models

In the analysis of topology A,B,C and D, we have assumed a
fixed link failure probability. This can be justified for topology
A and B, since the distance between the nodes is fixed. In
topology C and D, however, the distance between the nodes
varies.

In order to understand the effect of the distance-dependent
link model, we simulated M = 10000 random generated
variations of topology C and D. For every variation of the
topologies, we generated N = 100 graph model representation
(G;), where the creation of the edges of each graph, was based
on the link failure probability in Eq. (1). Each graph was then
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checked for the connectivity between nodes {r,ds,ds}, and
an estimate £7%5:9 for the availability was generated by:

Edssds —

1 Number of graphs where
— X
N r,ds, dg are connected

] €))

Now, IBCT *ds:ds can be estimated as:
] M-t
pr.ds,de _ r,ds,de
Prtto =2 > B (10)
i=0

During the simulation, an estimate for the link failure
probability p; was calculated in a similar manner:

ﬁgﬂisds _
1 1 { (1010g (rij/m)ﬂ
— —(14ef | —————2—= (11)
N VE;G 2 v2log(10)¢
Now, ﬁg’d*"dﬁ can be estimated as:
| M-l
_r,ds,de __ ~r,ds,d,
pd 5,46 — M 2 d7i5 6 (12)

The results from Eq. (10) for topology C and D is plotted
in Figure 19 and Figure 20 respectively. The values of ry and
1 were varied to emulate different link failure probabilities.
Using a heuristic approach, we observed the p; generated
by the simulation model and varied the value for r¢ and v
until a link failure probability approximately to {0.01,0.3,0.5}
was achieved. These results are compared with simulating
topology C and D using a fixed p4 equal to pg. The simulation
parameters are shown in Table III.

TABLE III
SIMULATION PARAMETERS

Pd__To Y
0.01 35 1
Topology C  0.27 1
0.45 9 1
005 95 025
Topology D 0.33 7.5 1.5

052 45 25

Some inaccuracies are observed when comparing with a
well-known distance-dependent link probability model. The
difference in availability for p; = 0.03 in Figure 19 can
be explained by the fact that when simulating the distance-
dependent link model, the link failure probability for the links
connecting the core nodes was set to a fixed value of p = 0.01,
which was the mean link failure probability we wanted to
achieve. However, the resulting p,; from the simulation was
0.03, because according to Eq. (1), the redundant nodes can
only connect to the core nodes with a link failure probability
of pg = 0.01 in approximately 30% of the simulation area.
Hence, the link failure probability for the distance-independent
link model was calculated using p; = 0.03 for all links,
resulting in an availability that is approximately 10-20% lower.

For the other two curves in Figure 19, the simulation of the
distance-dependent link model resulted in a mean link failure
probability of pg = 0.29 and py = 0.48. In these two cases
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Fig. 19. The effect of redundant MPs on Topology C, with a distance-
dependent link probability model
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Fig. 20. The availability of Topology D with randomly distributed mobile
nodes with distance-dependent link probability.

the link failure probability for the links connecting the core
nodes, was set to p = 0.3 and p = 0.5 respectively. Thus, the
resulting availabilities are approximately equal.

These comparisons suggest that a distance-independent link
model might yield useful information about the network be-
haviour. The results in Figure 20 shows that for any given pair
of r¢,%, the estimate for a mean link failure probability in Eq.
(12) will result in the same availability by the use of a simple
distance-independent link model.

In the analysis presented in the next section, we will revert
back to using the distance-independent model.

V. TRANSIENT ANALYSES
A. Transient reliability analysis

While the network availability is a useful reliability mea-
sure, it does not provide every aspect of the network reliability,
since it is a steady-state measure. For example, it gives the
share of time the network is up, but it does not provide insight
into the mean time to failure (MTTF) given that the network
is connected at time ¢ = 0, or into the mean time between
failures (MTBF). To estimate such time-dependent measures, it
is necessary to study the transient behaviour of the k-terminal
reliability.
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Analyses of transient behaviour normally become very com-
plex when considering link failures with repair. Thus, when
studying transient reliability, it is not uncommon to simplify
the analysis by first considering link failures without repair.
This will be done in the next section. Then, in the subsequent
section, link failures with repairs will be considered.

B. The transient k-terminal reliability without link repair

It is assumed that networks start out with all links between
two nodes within radio range of each other as fully operational,
with the result that the connectivity graph is equal to the
visibility graph. Furthermore, it is assumed that link failures
are exponentially distributed with parameter A and that when
a link ¢; ; fails, it can not be repaired.

As illustrated in Appendix A, it can be shown that the
expected time to when k-nodes will be disconnected, is given
by:

. 1 < € 1)n+t
B =50 3 | () S
- e—1
=) B+ 1, e — i)
i=p

13)

where B(z,y) is the complete Beta function.
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Fig. 21. Normalised (with respect to no redundancy) MTFF as the number

of redundant MPs is increased for topologies A, B and C

Using Eq. (13), the mean time to first failure (MTFF) for
topologies A, B and C can be found. These results are shown in
Figure 21, illustrating that the time to the first network failure,
i.e. node r, ds, dg is disconnected, increases with an increasing
number of redundant MPs. The results from a Monte Carlo
simulation for the MTFF are also included in Figure 21 with
a 95% confidence interval, which only reason for inclusion is
to verify Eq. (13).

C. The transient k-terminal reliability with link repair

The assumption of no link repairs (i.e. that links that
fail have infinite repair time) does not match well with the
common operation of real networks. It is more realistic to

model the repair time according to an exponential distribution,
which is done in this section.

In order to find the MTBF, the state of the network can
be modelled using a Markov model with a link failure rate
of A\ and a repair rate p. This is illustrated in Figure 23. The
state S of the network is either connected or disconnected,
Sij,i€10,1,..,€,5 € {c,d}, and the transition probabilities
are given by Egs. (14)-(17).

et = pge iy G
‘ - € Z) ’ ( € ) (14)

i+1
46 _ Cp,;,..,vk

QY = Ne—1) - (H_l)(e)ZH (15)

i+1
—_ C?}iw-,vk
W?w“ﬂr“i%77 (16)
i—1
V.V i _ Opi,..,vk
Qﬁ”k:u4pgﬁggﬁii )

(zjl)

Using Korolyuks theorem, the MTBF can be expressed as
1/A, where:

@
AVirVk — Zpi,d '@:i,n,vk (18)

=03

where [ is the minimum cutset and « is the cutset where any
link removal disconnects k nodes.

In Figure 22 the calculated MTBF for topologies A, B
and C is plotted. The figure also shows simulation results for
the same topologies. The simulation results were obtained by
using a discrete event simulator with topologies A, B and
C as input. The links of a topology fail and are repaired
at events decided by A = 1 and p = 30. The simulation
results in Figure 22 are shown with 95% confidence intervals.
As the figure shows, the calculations for the MTBF match
well with the results from the simulation model. According
to the results, Topology B shows superior performance as the
redundant nodes are added to the topology.

A=1,p=30
35 T T T
C—O Topology A (calculated)
C—O Topology B (calculated)
30 7%= Topology C (calculated)

-V Topology A (simulated) !
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-A Topology C (simulated) [

25

Normalised MTBF

4 6
Number of redundant MPs

Fig. 22. Normalised (with respect to no redundancy) MTBF as the number
of redundant MPs is increased for the topologies A, B and C
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Fig. 23.

A Markov model of the reliability of an undirectional graph where links fail with the rate A and are repaired with the rate p. The minimum cutset

is given by 3, and « is the cutset where any link removal disconnects the network.

VI. RELATED WORK

There have been several studies on k-terminal reliability
for wired networks [15] [16] [17]. In [17], for example,
link failures in fixed ring or double ring network structures
are analysed. The work focuses on the design of a physical
network topology that achieves a high level of reliability using
unreliable network elements. It is shown that for independent
link failures, network design should be optimised with respect
to reliability under high stress, as the reliability under low
stress is less sensitive to the network topology.

The results from most work on network reliability of fixed
networks are not generally applicable to wireless networks.
The main reason is that in fixed networks the probability of
a link failure is so low compared to the probability of a node
failure, that in the analysis it is common to consider the link
as invulnerable to failure. In wireless networks, on the other
hand, link failures may occur more frequently.

There are several other reasons why fixed network analyses
are not applicable to wireless networks. For example, in fixed
networks a link monitoring mechanism, or a Link Integrity Test
operation, is often used to identify if a link has failed, while
there is no equivalent to this in wireless networks. Even with
a similar link monitoring mechanism available, a wireless link
may also be affected by the hidden node problem [18]

There are, however, only a few studies on the reliability
of wireless networks. The early work in [19] analyses radio
broadcast networks, showing that computing the two-terminal
problem for these networks is computationally difficult. The
work in [20] deals with the problems of computing a measure
for the reliability of distributed sensor networks and for the
expected and the maximum message delay between data
sources. The two-terminal reliability of ad hoc networks is
computed in [21]. Their work focuses on the reliability of
nodes and on the effects of node mobility, while the effects
of link reliability in static topologies - which is investigated
in this paper - are not considered.

The idea of modelling an ad hoc network as a random graph
was already discussed in [22]. The work in [7] investigates
the connectivity of a homogeneous ad hoc network where the
nodes are independently and uniformly randomly distributed
in a metric space. The network is modelled as a geometric
random graph, and the work derives an analytical expression

that allows the determination of the required transmission
range that creates, for a given node density, an almost surely
k-connected network.

A problem with random geometric graphs is the fact that
the analyses take place in regions with no obstructions, which
means that a node can communicate with all other nodes
within transmission range. This is at odds with the under-
lying constraints in many applications of distributed wireless
networks, where there can generally be a large number of
obstructions, limiting communication between nearby nodes.
Also, connectivity is not governed by the radio transmission
range alone, as it is also governed by higher layer protocols,
which normally have mechanism for concealing link errors to
a certain degree. In general, there is a lack of good models for
random geometric graphs where the connectivity is decided by
higher layer protocols.

VII. CONCLUSIONS AND FUTURE WORK

Fixed node topologies with static nodes are first investi-
gated. This analysis might be pertinent to planned network
structures, such as backhaul mesh networks. The network is
modelled as a random graph, where the inherent characteristics
of the wireless medium are assumed to result in stochastic link
failures with a link failure probability p. The results show how
redundant nodes improve network reliability and availability.
Although analyses and results depend on the actual topology,
the same analyses as are presented here, can be applied to any
specific backhaul mesh topology of interest.

Topologies with a random distribution of redundant nodes
are also analysed by the use of concepts from random geomet-
ric graphs. Such topologies are relevant to sensor networks, to
mesh network scenarios where an ad hoc network is used as a
failover network, and to mobile ad hoc networks (MANETS)
targeted at providing connectivity between some strategically
located nodes (i.e. the MAPs and the MPP). The analyses
can act as a guideline for the required node density in these
networks in order to meet a specific reliability and availability.

In addition to finding the steady-state availability, the time-
dependent behaviour of the reliability is also analysed. Unlike
our steady-state analysis, the transient analysis assumes that
all nodes have a fixed position, as the time dependency of the
location is not taken into account. Further work is needed to
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analyse the time dependency derived from the node mobility.
The presented transient analysis might be extended to also take
node mobility into account, e.g. using the approach in [21] as
a starting point for the model extension.

The paper demonstrates that if the network includes m
MAPs and k — m MPPs, the k-terminal reliability is a key
performance metrics for determining the network reliability
and availability. However, the k-terminal reliability problem is
known to belong to the class of #P-complete problems, which
was introduced in [23]. This is a definitive limitation of using
the k-terminal reliability metric, since these problems have
exponential time complexity.

In the analyses on both the planned and the random mesh
networks it is an underlying assumption that the core topology
is given. Thus, in both these cases the paper focuses on show-
ing how the number of redundant nodes affect the availability.
For the analysis of planned mesh networks, it is assumed
that the redundant nodes can be placed in a limited set of
locations, and the order of priority between these locations is
found. For the random mesh network analysis it is assumed
that the random distribution of redundant node is given, and
the analysis focuses only on the number of nodes. A natural
expansion of the work presented in this paper is to study
scenarios with a higher degree of freedom.

First, in some scenarios of planned mesh networks, it is
certainly possible that the locations of the redundant nodes are
arbitrarily, and not in a limited set of destinations. Obtaining
intuition about how to determine the optimal location for the
redundant node, is an interesting issue for further work. The
work should aim to further enhancing intuition about how to
distribute a number of redundant nodes (e.g. organising them
in different types of grid structures around the backbone/core)
to best improve the reliability and availability of the resulting
network.

Second, our assumption about a backbone with core nodes
situated in fixed locations could also be relaxed. In planned
mesh networks, one might not need to make a distinction
between core nodes and redundant nodes, and instead analyse
the types of node structures that provide the highest availability
between a given set of source and destination nodes. It would
also be an interesting issue for future work to see how a set of
core nodes should be located around a random network with
a given distribution of the randomly located nodes.

Another interesting topic for future work is to define a
link model that is based on concepts like capture threshold.
Then, the probability of correctly receiving a packet on a
link varies with distance and interference caused by on-going
transmission from other nodes. This could be used to define
the link failure probability. In [24] the capture function is a unit
step function, while other studies have shown that the capture
function is more probabilistic [25] [26]. With such a model,
it might be possible to incorporate protocol characteristic, and
thus provide a more realistic approach to network reliability
and availability analysis.

APPENDIX A
MEAN TIME TO FAILURE CALCULATION

In order to find the expected value E(t,), the following can

be used:
/]xJ 11— F(z))dz,j =1,2...  (19)
0
Then,
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Using the binomial theorem, E(t4) can be written as:

/ —C. Z( ) e MEqr (21)
0

For all topologies G, one has that C. = 1, and F;(t4) can
now be expressed as:
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The integral for E5(t) is easier to solve. Putting u = e~ *,
E5(tq) can be written as:

Ey(ta)

(22)

e—1 0
Es( CZ/ %1—ul€’1du (23)
=0 1
1 e—1
=5 CiB(i+1,e—1) (24)

i=

sy

where B(z,y) is the Complete Beta function.
The expected value E(ty) is then:
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