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a b s t r a c t

28Context: Critical systems in domains such as aviation, railway, and automotive are often subject to a for-
29mal process of safety certification. The goal of this process is to ensure that these systems will operate
30safely without posing undue risks to the user, the public, or the environment. Safety is typically ensured
31via complying with safety standards. Demonstrating compliance to these standards involves providing
32evidence to show that the safety criteria of the standards are met.
33Objective: In order to cope with the complexity of large critical systems and subsequently the plethora of
34evidence information required for achieving compliance, safety professionals need in-depth knowledge
35to assist them in classifying different types of evidence, and in structuring and assessing the evidence.
36This paper is a step towards developing such a body of knowledge that is derived from a large-scale
37empirically rigorous literature review.
38Method: We use a Systematic Literature Review (SLR) as the basis for our work. The SLR builds on 218
39peer-reviewed studies, selected through a multi-stage process, from 4963 studies published between
401990 and 2012.
41Results: We develop a taxonomy that classifies the information and artefacts considered as evidence for
42safety. We review the existing techniques for safety evidence structuring and assessment, and further
43study the relevant challenges that have been the target of investigation in the academic literature. We
44analyse commonalities in the results among different application domains and discuss implications of
45the results for both research and practice.
46Conclusion: The paper is, to our knowledge, the largest existing study on the topic of safety evidence. The
47results are particularly relevant to practitioners seeking a better grasp on evidence requirements as well as
48to researchers in the area of system safety. As a major finding of the review, the results strongly suggest the
49need for more practitioner-oriented and industry-driven empirical studies in the area of safety certification.
50! 2014 Published by Elsevier B.V.
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84 1. Introduction

85 A safety–critical system is one whose failure may cause death or
86 injury to people, harm to the environment, or substantial economic
87 loss [5]. In domains such as aviation, railway, and automotive, such
88 systems are typically subject to a rigorous safety assessment pro-
89 cess. A common type of assessment, usually conducted by a licens-
90 ing or regulatory body, is safety certification. The goal of safety
91 certification is to provide a formal assurance that a system will
92 function safely in the presence of known hazards [PS93]. Safety
93 certification can be associated with the assessment of products, pro-
94 cesses, or personnel. For software-intensive safety–critical systems,
95 certification of products and processes are regarded as being the
96 most challenging [PS93].
97 Assessing and assuring safety of a system relies on building suf-
98 ficient confidence in the safe operation of the system in its operat-
99 ing context. This confidence is often developed by satisfying safety

100 objectives that mitigate the potential safety risks that a system can
101 pose during its lifecycle. The safety objectives are usually estab-
102 lished by a set of industry-accepted criteria, typically available as
103 standards. Examples of safety standards include IEC61508 [11]
104 for a broad class of programmable electronic systems, DO-178C
105 [7] for aviation, the CENELEC standards (e.g., [33]) for railway,
106 and ISO26262 [8] for the automotive sector.
107 Demonstrating compliance with safety standards involves col-
108 lecting evidence that shows that the relevant safety criteria in
109 the standards are met [16]. Although, safety standards prescribe
110 the procedures for compliance, it often proves to be a very chal-
111 lenging task to the system suppliers due to the fact that these stan-
112 dards are presented in very large textual documents that are
113 subject to interpretation. In general, evidence can be defined as
114 ‘‘The available body of facts or information indicating whether a belief
115 or proposition is true or valid’’ [30]. For realistically large systems,
116 however, one can seldom argue that evidence serves as a definitive
117 proof of the truth or validity of safety claims, but only whether the

118evidence is sufficient for building (adequate) confidence in the
119claims. Hence, we define evidence for safety certification as ‘‘infor-
120mation or artefacts that contribute to developing confidence in the safe
121operation of a system and to showing the fulfilment of the require-
122ments of one or more safety standards’’. Some generic examples of
123safety evidence are test results, system specifications, and person-
124nel competence.
125The lack of consistent interpretation of a standard can lead to
126misunderstanding the evidence needs. Failing to clearly under-
127stand the evidence needs for assessing a system can result in two
128main problems [34,PS145]. First, the supplier may fail to record
129critical details during system development that the certifier will
130require later on. Building the missing evidence after-the-fact can
131be both expensive and laborious. Second, not knowing ahead of
132time what the certifiers will receive as evidence may affect the
133planning and organisation of the certification activities. In particu-
134lar, the certifier may find it hard to develop sufficient confidence in
135the system undergoing certification if the evidence requirements
136have not been negotiated and agreed with the supplier a priori
137[PS54,15].
138Apart from understanding and precisely defining the evidence
139requirements, attention needs to be paid to how this evidence is
140organised and assessed for adequacy. If the evidence is not struc-
141tured properly, its sheer volume and complexity can jeopardize
142the clarity of the safety arguments [PS124]. Furthermore, it is
143important to be able to determine how definitive and credible
144the evidence is. Though safety standards mandate adequate evi-
145dence to show compliance, they are vague on what adequate
146means in a particular context, often intentionally and for the sake
147of being general.
148The main objective of this paper is to synthesise the existing
149knowledge in the academic literature about safety evidence, con-
150centrating on the three facets outlined above: the information that
151constitutes evidence; structuring of evidence; and evidence assess-
152ment. The term evidence provision is used hereafter to collectively
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153 refer to these three facets. Alongside, we analyse the challenges
154 and needs in safety evidence provision and perform a domain anal-
155 ysis [15] to identify the commonalities among different application
156 domains for this purpose.
157 We achieve our objective by means of a Systematic Literature Re-
158 view (SLR) – a documented and repeatable process through which
159 the literature on a given subject is examined and the current state
160 of knowledge is recorded [18]. The main advantage of a SLR, when
161 compared to ad hoc search, is that it provides a higher degree of
162 confidence about covering the relevant literature and thus mini-
163 mises subjectivity and bias.
164 Our SLR draws on 218 peer-reviewed publications, selected out
165 of 4873, through a multi-stage process. A key feature of the review
166 is that it does not restrict itself to a particular domain or safety
167 standard. This broad scope in the search gives us deeper insights
168 on the state of the art. Additionally, the breadth helps in under-
169 standing the commonalities among the different domains in terms
170 of how evidence is perceived, structured and assessed, in turn en-
171 abling improvements in the domains that do not yet enforce strin-
172 gent certification requirements, e.g., the automotive sector.
173 As part of our work, we classify into a hierarchical taxonomy
174 the various information and artefacts considered as evidence for
175 compliance with safety standards. The taxonomy includes 49 basic
176 evidence types and is, to our knowledge, the most comprehensive
177 classification of safety evidence built to date. This taxonomy is a
178 good reference for understanding and further elaborating the evi-
179 dence requirements for specific standards and specific systems.
180 The other outcomes of the SLR, namely the survey of approaches
181 for evidence structuring and assessment, the overview of chal-
182 lenges and needs, and a domain analysis to identify commonalities,
183 will be a useful guide for developing a detailed map of the field and
184 for defining a future research agenda on safety certification. Our
185 study notably indicates that a large majority of the approaches sur-
186 veyed have not been validated in realistic settings and thus provide
187 little information about their practical utility. An important recom-
188 mendation for future research on safety certification is therefore
189 for the research to be more rigorous from an empirical standpoint
190 and more oriented towards industry needs.
191 The SLR has been conducted as part of OPENCOSS [25], which is
192 a large-scale European research project on safety certification in
193 the railway, aviation and automotive domains. The work we pres-
194 ent here extends an earlier conference paper [21]. The main exten-
195 sions are: (1) the addition of a new data source, namely Google
196 Scholar, thereby increasing the number of primary studies; (2) sig-
197 nificant expansion of the description of the research method and
198 the results; and (3) our domain analysis (mentioned above).
199 The rest of the paper is organised as follows. Section 2 discusses
200 related work. Section 3 describes the research method used. Sec-
201 tion 4 presents the SLR results. Section 5 discusses the implications
202 of these results on research and practice. Section 6 discusses the
203 threats to validity of the review. Finally, Section 7 presents our
204 conclusions and future work.

205 2. Related work

206 Several papers discuss the notion of evidence in specific situa-
207 tions and how this evidence can be structured and assessed. We
208 do not treat these as related work but rather as the primary studies
209 for our SLR. The discussions in this section are therefore targeted at
210 contrasting our work with the more generic classifications of safety
211 evidence as well as the relevant existing SLRs.
212 Some threads in previous work, e.g. [PS121], address the prob-
213 lem of safety evidence classification through focusing on safety
214 standards such as IEC61508. Further threads, e.g. [17], consider
215 the structuring of evidence for safety cases. A safety case is a struc-

216tured argument aimed at providing a compelling, comprehensive,
217and valid case that a system is safe for a given application in a gi-
218ven operating environment [19]. The arguments in a safety case are
219always accompanied by evidence supporting the arguments. More
220recently, there has been an OMG initiative called SACM aimed at
221standardising the notion of and the concepts related to assurance
222evidence and arguments [24]. While the above threads have been
223a useful start for the current SLR, they are either too specific (relat-
224ing to only one standard or application domain) or do not provide a
225thorough and sufficiently detailed analysis of the possible evidence
226types and how to structure and assess them.
227There are a number of SLRs in the literature whose scope par-
228tially overlaps with ours, e.g., on testing [2], on requirements spec-
229ification [22], and on reliability [37]. None of these specifically
230address the topic of evidence for safety. Some past work attempts
231to compare safety standards in different domains with the aim of
232identifying the commonalities and differences among them
233[12,3,34]. However, these comparisons are limited in scope and,
234in contrast to ours, are not based on a systematic review.
235In summary, little has been done to date by way of synthesising
236and summarising, in a comprehensive manner, the state of the art
237on safety evidence. Consequently, no unifying framework exists for
238reasoning about and communicating safety evidence. This observa-
239tion led us to the need for the SLR as a way to gain new insights
240into how to specify, structure and assess safety evidence.

2413. Research method

242A SLR is a means of identifying, evaluating and interpreting
243available research relevant to a particular research question or to-
244pic area [18]. Individual studies contributing to a systematic re-
245view are called primary studies. A systematic review is a form of
246secondary study.
247The purpose of a SLR is threefold [18]:

248– To present a fair evaluation of a research topic by means of a
249rigorous and systematic methodology.
250– To help in identifying any gaps in the current research in order
251to suggest further improvements.
252– To summarise and provide background for new research
253activities.
254– The design of the SLR reported in this paper started in October
2552011. After several refinements and improvements, publication
256search was started in January 2012.
257

258The following subsections present the research questions, the
259data sources, search strategies, the publication selection, and the
260quality criteria of the SLR.

2613.1. Research questions

262We formulated the following research questions (RQs)
263RQ1. What information constitutes evidence of compliance
264with safety standards?
265The aim of this question is to identify the various pieces of
266information such as artefacts, tool outcomes, and techniques con-
267sidered as or used to provide evidence about the safety of a system
268during certification. The results are used to develop an evidence
269classification.
270RQ2. What techniques are used for structuring evidence to
271show compliance with safety standards?
272The aim of this question is to determine how the evidence col-
273lected during the various stages of a system’s lifecycle can be struc-
274tured and presented in a suitable way to demonstrate compliance
275with a safety standard.
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276 RQ3. What techniques are used for assessing the adequacy of
277 evidence?
278 The aim of this question is to determine how the evidence col-
279 lected can be assessed for adequacy and for gaining confidence that
280 it satisfies the safety requirements of a standard, and thereby con-
281 fidence in the overall safety of a system.
282 RQ4. What challenges and needs have been the target of
283 investigation in relation to safety evidence?
284 The aim of this question is to identify the various challenges ad-
285 dressed in the literature regarding the provision of evidence for
286 safety certification. The results obtained will be useful to identify
287 emerging trends and provide an overall view of the problems tack-
288 led in the literature.
289 RQ5. What commonalities exist among different application
290 domains with regards to RQ1–RQ4?
291 The aim of this question is to identify, through a domain analy-
292 sis, the similarities that exist among different application domains
293 in terms of safety evidence provision. This research question is
294 particularly relevant to practitioners who are engaged in cross-
295 domain certification of components used across multiple applica-
296 tion domains, or in assessing the feasibility of product reuse from
297 domains other than that of the application they are working on.

298 3.2. Source selection

299 We performed two types of search to find publications relevant
300 to the scope of the review. The first type was an automatic search
301 performed on the following publishers’ databases: ACM (portal.ac-
302 m.org), IEEE (ieeexplore.ieee.org), Springer (springerlink.com),
303 Elsevier (sciencedirect.com), and Wiley (onlinelibrary.wiley.com).
304 We also used Google Scholar (scholar.google.com).
305 The second type was a manual search on the following work-
306 shops, conference, and journals: Australian Workshop on Safety
307 Critical Systems and Software, High-Assurance Systems Engineer-
308 ing (HASE), IET System Safety, International Symposium On
309 Leveraging Applications of Formal Methods, Verification and Vali-
310 dation (ISoLA), International Symposium on Software Reliability
311 Engineering (ISSRE), International Conference on Computer Safety,
312 Reliability and Security (SAFECOMP), Safety Critical System Sym-
313 posium, Reliability Engineering & System Safety, IEEE Transactions
314 on Reliability, and IEEE Transactions on Software Engineering.
315 These venues correspond to conferences, workshops, and journals
316 in which we repeatedly found, during our pilot automatic searches,
317 publications that were relevant to the SLR. The decision about
318 which venues to consider for manual search was made based on
319 the authors’ collective observations during the pilot searches,
320 while we were elaborating the search strategy and before the
321 search string was finalised. We did not consider satellite work-
322 shops at the conferences we manually searched.
323 In addition, expert knowledge was used for publication selec-
324 tion. We included relevant publications of which the authors were
325 aware either on their own or because of having been informed by a
326 colleague, but that had not been identified through the automated
327 and manual searches. These were mainly studies that were ac-
328 cepted for publication but not yet available from the publishers
329 when the automatic search was performed. In either case, publica-
330 tions added through expert knowledge were subject to passing the
331 same inclusion criteria applied to automatic and manual searches.

332 3.3. Search string

333 We developed the search string by specifying the main terms of
334 the phenomena under investigation. A number of pilot searches
335 were performed to refine the keywords in the search string using
336 trial and error. We removed terms whose inclusion did not yield
337 additional papers in the automatic searches. After several itera-

338tions, we settled on the following search string. This search string,
339which is expressed as a conjunction of three parts, was used to
340search within keywords, title, abstract and full text of the
341publications1:

[part I]
(‘‘critical software’’ OR ‘‘critical system’’ OR ‘‘critical
equipment’’ OR ‘‘critical application’’ OR ‘‘embedded system’’
OR ‘‘embedded software’’)
AND

[part II]
(‘‘safety certification’’ OR ‘‘safety evaluation’’ OR ‘‘safety
assurance’’ OR ‘‘safety assessment’’ OR ‘‘safety qualification’’
OR ‘‘safety analysis’’ OR ‘‘safety standard’’ OR ‘‘safety
requirement’’)
AND

[part III]
(evidence OR ‘‘safety case’’ OR ‘‘safety argument’’ OR
‘‘assurance case’’ OR ‘‘dependability case’’)

359

360The first part of the search string captures keywords related to
361safety–critical systems. The second part concerns safety certifica-
362tion. Here, we consider several keywords in addition to ‘‘safety cer-
363tification’’. These additional keywords capture terms that are
364sometimes used interchangeably with certification (e.g., safety
365evaluation), activities that share the same underlying principles
366as certification (e.g., qualification), and elements that serve as the
367main prerequisites to certification (safety standards and safety
368requirements). The third and final part of the search string relates
369to safety evidence. Here, we further consider an important context,
370namely safety cases and arguments, where safety evidence regu-
371larly appear without necessarily making a reference to the term
372‘‘evidence’’. To this end and in line with what we observed in our
373pilot searches, we consider the fact that many papers have used
374the broader notions of assurance case and dependability case as
375synonyms for safety case, although these broader notions refer
376not only to safety but also to other dependability criteria such as
377security and reliability [16].

3783.4. Study selection strategy and inclusion criteria

379We specified inclusion and exclusion criteria for selecting pri-
380mary studies. The basic inclusion criterion was to identify and se-
381lect peer-reviewed studies related to safety assessment or
382certification of computer-based critical systems that dealt with
383safety evidence for showing compliance with safety standards.
384We searched and included publications written in English that pro-
385vided information, artefacts, tool outcomes, or techniques consid-
386ered as evidence for safety certification. When performing the
387manual search, we considered only those studies that had not been
388identified in the automatic search. In the journals, we only consid-
389ered volumes from 1990 until the date when the automatic and
390manual searches were performed (January 2012). This was the
391publication year of the oldest paper found with automatic search
392and with manual search of conferences and workshops.
393We also applied the following exclusion criteria, filtering out
394publications that matched any of the criteria:

1 Where applicable, plural forms of the keywords were added to the queries
performed over the publishers’ databases. These plural forms are not shown in the
search string to avoid clutter. In the case of SpringerLink and Google Scholar, where
the search string was too long for the search engines, we performed the search
through several sub-strings (12 sub-strings for SpringerLink and 21 sub-strings for
Google Scholar).
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395 – Grey literature, e.g., technical reports, working papers, project
396 deliverables, and PhD theses
397 – Books, tutorials or poster publications
398 – Publications that addressed generic safety analysis techniques
399 (e.g., FTA) but did not address provision of evidence for safety
400 certification
401 – Papers in the context of non-computer based critical systems
402 – Publications whose text was not available
403

404 Study selection was performed through two main processes.
405 The first process, reported in [21], covered all the sources (Section
406 3.2) except Google Scholar. In the second process, Google Scholar
407 was considered as well as some new papers identified through ex-
408 pert knowledge.
409 The first process consisted of four phases. These phases are
410 shown in Table 1 (represented as P1, P2, P3 and P4 in the table).
411 In Phase 1, we applied the search string to the electronic databases,
412 and a total of 2200 results were retrieved. In Phase 2, the first
413 author read the abstract of the retrieved publications to determine
414 their relevance to the scope of the SLR. The basic selection criterion
415 at this stage was to check if the abstracts referred to safety evi-
416 dence information for assessment or certification purposes or in-
417 cluded the word evidence or some way to specify evidence
418 (safety, assurance, or dependability case, or safety argument). Dur-
419 ing this phase, the first author also performed the manual searches
420 on the selected conferences and journals. The same selection crite-
421 ria as above were used for manual searches. From the 2200 studies
422 obtained in the automatic search, 151 publications were selected.
423 Performing the manual search resulted in the selection of 65 stud-
424 ies, making a total of 216 individual studies for the next phase.
425 In Phase 3, the studies were reviewed in depth. The workload
426 was divided among the authors, with the first author being respon-
427 sible for reviewing most of the studies. The remaining authors
428 helped and provided guidance. No evidence information was ini-
429 tially found in 56 studies and these were excluded from the review.
430 In Phase 4, the second author performed two reliability checks.
431 First, he randomly checked approximately 10% of the studies of
432 Phase 1 by reading the abstract. Second, he inspected all the 56 pa-
433 pers excluded in Phase 3. At this stage, we regarded duplicates as
434 those papers with at least one author in common that provide
435 equivalent answers to the research questions (e.g., an extended
436 version of a previous paper). In all cases, the extended and most re-
437 cent version of the paper was included to extract maximum infor-
438 mation. Excluded work considered to be potentially relevant was
439 brought up for discussion and reviewed again. As shown in Table 1,
440 eight studies were added as a result of the discussion and the rel-
441 evant data was extracted from them. In addition, four studies were
442 removed as a result of duplication. At this stage, seven papers were
443 also added based on expert knowledge. These are studies that the
444 authors considered to be relevant to the review and were not pre-
445 viously captured in any of the automatic or manual searches. The
446 final number of primary studies at the end of this phase was 171.
447 To maximise the reliability of the SLR, we conducted a second
448 publication selection process following the completion of the first
449 publication selection process and the extraction of relevant data
450 from the primary studies identified in the first process. In the sec-
451 ond process, Google Scholar was used as the source for automatic
452 search. This second process was meant as a confirmatory measure

453to increase confidence in the generalizability of the (earlier-ob-
454tained) findings from the first process. More specifically, the sec-
455ond process aimed to ensure that the key observations made
456based on the first process were not volatile, in the sense that the
457observations would no longer be valid in light of new findings.
458The second publication selection process consisted of four steps,
459shown in Table 2 (represented as S1, S2, S3 and S4). In step 1, when
460we applied the search string, we obtained a total of 5430 studies.2

461Since the inclusion of Google Scholar was to further mitigate the risk
462of having missed relevant publications and information, we only
463checked over half the studies (2763). In step 2, we excluded publica-
464tions that were from any of the publishers’ sites previously checked
465and also those matching the exclusion criteria (grey literature, tech-
466nical reports, etc.). This resulted in the selection of 97 studies. In step
4673, the second author selected 49 studies after reading the abstract.
468These studies, which had not been identified through the first selec-
469tion process, were all peer-reviewed publications listed on webpages
470of universities, organisations, research associations, or small publish-
471ers. In step 4, the first author performed a full text review of these 49
472studies and selected 39 as primary studies. Additionally, 7 papers
473were added based on expert knowledge during this second publica-
474tion selection process.
475The two publication selection processes outlined above collec-
476tively resulted in 171 + 47 = 218 primary studies for the SLR.

4773.5. Data extraction and quality criteria

478We designed a data extraction template (a spreadsheet) to col-
479lect the information needed to answer the research questions.
480Apart from the bibliographic information (title, authors, year, and
481publisher), we extracted from each study the application domain
482in which the system under assessment or certification was used,
483the underlying safety standard(s) used to show compliance, the
484information, artefact, tool, or technique contributing to evidence, tech-
485niques for evidence structuring, techniques for assessing confidence on
486the evidence collected, and the needs and challenges addressed
487about provision of evidence. Appendix A provides a table with
488some sample data extracted from the studies. All the information
489about the data extracted from all the studies can be found in [20].
490We further extracted data for publication quality assessment.
491For this, we defined three criteria:

492– Evidence abstraction level, which was assigned on the basis of
493the specificity of the evidence instances presented in a given
494study. The levels allow us to weight the quality of evidence
495items identified from the analysis of the primary studies. The
496abstraction levels defined, from the most abstract to the most
497specific, were: generic, domain level, safety standard level, system
498type level, and specific system level. Using the evidence types
499from our evidence classification (Section 4.1), example
500instances of evidence for the non-generic abstraction levels
501are: Hazard specification for domain level (e.g., nuclear domain)
502[PS98], Source code for safety standard level (e.g., for DO-178B
503[PS172]), System Historical Service Data Specification for system
504type level (e.g., COTS-based systems [PS170]), and Model Check-
505ing Results for specific system level, e.g., instantiated for a spe-
506cific pacemaker software [PS84]. The ‘‘generic’’ abstraction
507level refers to instances of evidence mentioned in a primary
508study that are not presented within the scope of any specific
509domain, standard, system type, or specific system. Generally,
510we consider lower abstraction levels and thus more specific evi-
511dence to be more useful since it is more likely for those studies
512to contain some practical advice.
513– Validation method, which was assigned based on how a given
514study had been validated. The studies were classified as: case
515study (validated during projects by practitioners different from

2 Performing an automatic search for publications in Google Scholar had two main
constraints. First, Google Scholar allows access (to read the content) only for the first
1000 results of a search. Second, the search engine permits only a limited length
search string. In order to obtain only 1000 results per search and have a search string
of acceptable length, we used a number of separate sub-strings that were based on
the original search string. The sub-strings were a result of different combinations of
the three parts of the main string (Section 3.3).
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516 the authors), field study (validated with data from real projects,
517 but not during the execution of the projects), action research
518 (validated during real projects by the authors themselves), sur-
519 vey (validated on the basis of practitioners’ opinion and per-
520 spectives), or none. It is important to note that we use the
521 term ‘‘validation’’ in a broad sense. In particular, validation does
522 not necessarily imply validation in a controlled environment
523 such as a controlled experiment. Indeed, we did not find any
524 primary studies reporting a controlled experiment. Nonethe-
525 less, we consider information gathered from validated work to
526 be more useful as they better reflect the state of practice.
527 – Tool support, which assists in the provision of evidence (collec-
528 tion, structuring, and assessment) for certification or safety
529 assurance purposes. We consider the availability of tool support
530 to be an important maturity factor for the underlying technique
531 and a necessary step for its industrial application.
532

533 4. Results

534 This section presents the results of the review, answering the
535 research questions individually based on the extracted data from
536 the 218 studies over a publication period of 22 years. With respect
537 to the application domains and the safety standards referred to in
538 the studies, we identified eight application domains and 16 safety
539 standards.
540 Fig. 1 shows: (a) the number of primary studies published from
541 1990 to 2011; (b) the number of papers found for each domain, and
542 (c) the number of papers per safety standard referred to in the lit-
543 erature. Publications during the year 2012 are not shown in the
544 Fig. 1(a) since this was the year the search was performed and
545 would represent partial numbers. The eight application domains
546 identified in the studies are:

547(1) Aerospace dealing with systems in crafts that fly in the atmo-
548sphere and outer space.
549(2) Aviation dealing with aircrafts systems that fly in the
550troposphere.
551(3) Automotive dealing with systems that run on motor-vehicles
552on the road.
553(4) Maritime & (Offshore) Energy dealing with systems in ships
554and offshore units, and for oil, gas, and offshore natural
555resource extraction.
556(5) Medical dealing with systems in medicine and healthcare.
557(6) Nuclear dealing with systems in nuclear power plants and
558controllers.
559(7) Railway dealing with rail-road systems that run on tracks.
560(8) Robotics dealing with the design, construction, operation,
561and application of robots.
562

563Note that in Fig. 1, we do not include studies that mention more
564than one domain or safety standard. Although some of the domains
565or standards in these studies are within the scope of the SLR, we
566could not conclusively determine the domain or standard to which
567the relevant information (evidence information, technique, tools)
568would correspond.

5694.1. What information contstitues evidence of compliance with safety
570standards?

571We created a taxonomy, shown in Fig. 2, for evidence types
572based on the various evidence examples, artefacts, tools and tech-
573niques found in the primary studies. A taxonomy provides an intu-
574itive and yet comprehensive way to present and summarise the
575fraction of the results having to do with evidence information
576requirements, especially considering the vast amount of informa-

Table 1
SLR phases and number of publications in conference version.

Source P1: Studies
investigated

P2: Studies selected after reading
abstract

P3: Studies selected after reading
full text

P4: Studies finally
selected

IEEE (Publisher) 775 75 60 67
ACM (Publisher) 125 15 11 10
Elsevier (Publisher) 448 22 14 14
Springer (Publisher) 689 33 21 22
Wiley (Publisher) 163 6 4 4
Australian Workshop on Safety Critical Systems

and Software
– 7 4 4

HASE (Conference) –– 0 0 0
IET System Safety (Conference) – 12 8 8
ISoLA (Conference) – 4 3 3
ISSRE (Conference) – 2 2 2
SAFECOMP (Conference) – 20 17 14
Safety Critical System Symposium (Conference) – 14 12 12
Reliability Engineering & System Safety (Journal) – 4 3 3
IEEE Transactions on Reliability (Journal) – 0 0 0
IEEE Transactions on Software Engineering

(Journal)
– 2 1 1

Expert Knowledge – – – 7
2200 216 160 171

Table 2
Publication selection process and number of publications in goole scholar.

Source S1: Studies
investigated

S2: Studies selected after applying exclusion
criteria

S3: Studies selected after reading
abstract

S4: Studies finally
selected

Google scholar 2763 97 49 39
Expert

knowledge
– – – 8

2763 97 49 47
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577 tion found in the primary studies (see Appendix B). Moreover, the
578 taxonomy is an effective means for communicating the results in a
579 more structured manner. Several iterations were made before the
580 current structure of the taxonomy was developed. Experts in sys-
581 tem safety and certification reviewed and provided feedback on
582 the extracted evidence types.

583The taxonomy contains 49 different basic evidence types, de-
584noted as leaf nodes in Fig. 2. Each leaf node in the taxonomy has
585been referred to by at least two primary studies. The taxonomy
586is complemented by a glossary given in Appendix B. The glossary
587provides some clarifications to ensure a better understanding of
588the taxonomy and how it was built. The glossary also provides

Fig. 1. (a) Number of studies per publication year, (b) number of studies per application domain, (c) number of studies per safety standard.
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Fig. 2. Evidence taxonomy.
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589 (1) a definition for each basic evidence type, (2) the source(s) on
590 which the definition is based (different from safety standards),
591 (3) the synonyms identified in the literature for each evidence
592 type, and (4) the tools, techniques, artefacts, and information con-
593 sidered as or used to provide evidence in the literature. The full list
594 of extracted data from each primary study and citations are avail-
595 able in [20].
596 Table 3 provides the information regarding the number and
597 percentage of studies in which each evidence type was identified.
598 Since different studies had information at different abstraction lev-
599 els (Section 3.5), we denote the lowest abstraction level identified
600 for each evidence type in the table.
601 Our results indicate that the most frequent evidence types re-
602 ferred to in the literature are Hazards Cause Specification (appearing
603 in 111 out of 218 papers, i.e., 51%), Risk Analysis Results (51%), Haz-
604 ard Specification (43%), Accident Specification (34%), Requirements
605 Specification (24%), Hazards Mitigation Specification (23%), and De-
606 sign Specification (20%). The least frequent types are Communication
607 Plan (1%), System Testing Results (1%), Object Code (1%), Non-opera-
608 tional Testing Results (1%), Project Risk Management Plan (2%) and

609Normal Range Testing Results (2%). Only Communication Plan has
610not been mentioned in studies that have been validated. The above
611frequencies indicate that the evidence types under Safety Analysis
612Results (in Fig. 2) are the most common.

6134.2. RQ2: What techniques are used for structuring evidence to show
614compliance with safety standards?

615In 117 of the 218 selected studies, we identified some technique
616for structuring safety evidence. We divide the techniques into
617three main categories, described below. The percentage given for
618each category is the rate of papers in that category over the 107
619relevant papers. Some studies referred to more than one technique.

6201. Argumentation-Induced Evidence Structure (92%): Argumentation
621is an approach that communicates the reasons why a system is
622considered to be acceptably safe. The structure of the argumen-
623tation induces a specific way to structure the evidence, as argu-
624ments need to be supported by evidence that directly
625substantiates them. The structure induced as the result of the

Table 3
Evidence type identified in the primary studies.

Evidence type Number of papers Percentage of papers (%) Lowest abstraction level

Hazard causes specification 111 51 Specific system level
Risk analysis results 111 51 Specific system level
Hazard specification 93 43 Specific system level
Accidents specification 75 34 Specific system level
Requirements specification 52 24 Specific system level
Hazards mitigation specification 51 23 Specific system level
Design specification 43 20 System type level
Review results 37 17 Specific system level
Structural coverage testing results 36 17 Specific system level
System historical service data specification 27 12 Specific system level
Traceability specification 27 12 Specific system level
Development and V&V staff competence specification 26 12 Specific system level
Reused component historical service data specification 26 12 Specific system level
Simulation results 25 11 Specific system level
Model checking results 24 11 Specific system level
Unit testing results 24 11 Safety standard level
Automated static analysis results 23 11 Specific system level
Architecture specification 22 10 Specific system level
Development plan 22 10 Specific system level
Integration testing results 20 9 Safety standard level
Reliability testing results 20 9 Specific system level
Activity records 18 8 Specific system level
Functional testing results 18 8 Safety standard level
Modification procedures plan 17 8 Specific system level
V&V plan 16 7 Specific system level
Inspection results 15 7 Specific system level
Operation procedure plan 15 7 Specific system level
Safety management plan 15 7 Specific system level
Source code 15 7 System type level
Configuration management plan 14 6 System type level
Performance testing results 14 6 Specific system level
Theorem proving results 14 6 Specific system level
Reused component specification 13 6 Specific system level
Robustness testing results 13 6 Specific system level
Stress testing results 12 6 System type level
Operator competence specification 11 5 Specific system level
Tool support specification 11 5 Safety standard level
Operational testing results 10 5 Specific system level
Acceptance testing results 9 4 Specific system level
Assumptions and conditions specification 8 4 Specific system level
System inception specification 7 3 Specific system level
Project monitoring plan 6 3 System type level
Test cases specification 6 3 Specific system level
Normal range testing results 5 2 Specific system level
Project risk management plan 5 2 Safety standard level
Non-operational testing results 3 1 Specific system level
Object code 3 1 Safety standard level
System testing results 3 1 Safety standard level
Communication plan 2 1 Domain level

S. Nair et al. / Information and Software Technology xxx (2014) xxx–xxx 9

INFSOF 5428 No. of Pages 30, Model 5G

19 March 2014

Please cite this article in press as: S. Nair et al., An extended systematic literature review on provision of evidence for safety certification, Inform. Softw.
Technol. (2014), http://dx.doi.org/10.1016/j.infsof.2014.03.001

http://dx.doi.org/10.1016/j.infsof.2014.03.001


626 argumentation can be expressed either graphically or textually.
627 In the graphical sub-category, we identified the following
628 techniques:
629 – GSN (e.g., [PS3, PS5, PS8, PS9, PS10]), which can be used to
630 document explicitly the elements and structure of an argu-
631 ment and the argument’s relationship to evidence. In GSN,
632 the claims of the argument are documented as goals and
633 items of evidence are documented in solutions.
634 – CAE (e.g., [PS20, PS22, PS72, PS78]), which promotes a
635 three-tiered approach similar to GSN, composed of a top-
636 level claim asserted within an argument, a description of
637 the arguments presented to support a claim, and a refer-
638 ence to the evidence that is presented to support a claim
639 or argument.
640 – BBN (e.g., [PS23, PS38, PS58, PS175, PS178]), which induces
641 a structures to evidence in a directed acyclic graph repre-
642 senting the conditional dependencies among them.
643 – KAOS, which is a goal modelling language that has also
644 been used for safety case specification [PS137, PS208]. This
645 approach decomposes top-level goals using AND/OR opera-
646 tors in an argumentation-like way until evidence of goal
647 achievement is provided.
648 – SSG [PS138], which are linear graphs that represent a safety
649 specification as nodes and evidence and relationships
650 among them as edges.
651 In the textual sub-category, we include studies that use a
652 structured text-based presentation of the arguments and
653 the evidence supporting them. We identified the following
654 techniques in the textual sub-category:
655 – Trust Cases [PS176,40], which induce a structured textual
656 format for safety claims, arguments, and evidence present-
657 ing them as assumptions with references to documents.
658 – Structured HTML [PS185], which uses HTML tags to link
659 and structure the various artefacts used as evidence for
660 safety.
661 – Structured text [PS80], which proposes several possible
662 approaches namely: structured prose, which introduces a
663 certain structure to a normal prose by requiring that the
664 critical parts of the argument be explicitly denoted; argu-
665 ment outline, which uses indentation, numbering, and dif-
666 ferent fonts to structure arguments and evidence adopting
667 an outline format; mathematical proof, which uses the geo-
668 metric proofs structure (given, statements, and reasons)
669 used in mathematics; and, LISP style, which uses the syntax
670 structure of the LISP programming language with short
671 names and parentheses for evidence and arguments.

672

6732. Model-Based Evidence Specification (5%): We classify in this cate-
674gory those techniques that characterise the structure of safety
675evidence using models. We identified the following approaches
676in the studies:
677– Sector-specific UML meta-models [PS54,PS122] and UML
678profiles built specifically for standards such as DO-178B
679[PS172] and IEC61508 [PS121].
680– Data modelling using entity-relationship diagrams to struc-
681ture the data content in large safety cases including the evi-
682dence aspects [PS99].
683– Process models capturing the activities or processes that
684produce the artefacts used as evidence and present them
685using a tree-based structure [PS67].
6863. Textual Templates (3%): These templates provide predefined
687sections or tables along with constraints for structuring
688evidence in a predefined textual format. We identified the
689following approaches:
690– The CENELEC template [PS51,PS118], which is used in the
691railway domain for structuring evidence in a series of
692reports such as quality management reports and safety
693management reports.
694– The ACRuDA template [PS50], which is used to structure
695evidence according to a pre-defined safety case structure.
696– Template Add-ons [PS19], which provides a template for
697predefined set of documents that are to be produced at dif-
698ferent system development and safety assurance phases. It
699also provides suggestions on the required approaches for
700documentation, semi-formal description, and verification
701and validation procedures.
702

703Fig. 3 shows the number of studies that refer to each evidence
704structuring technique. Two clarifications need to be made in rela-
705tion to the evidence structuring techniques identified. First, we
706did not consider unstructured text because it does not provide
707means for systematically organising evidence information. Second,
708in the Model-Based Specification category, we only considered
709techniques that are aimed at specifying the structure of the evi-
710dence, as opposed to the structure of, for instance, the system that
711the evidence is generated or used for. For example, AADL [PS56]
712has been used for modelling the architecture and design of
713safety–critical systems, but not for modelling the structure of
714safety evidence. Hence, AADL was not considered as an evidence
715structuring technique. In contrast, UML, due to its broader expres-
716siveness, has been used for modelling both systems and safety evi-
717dence, and was hence considered.

Fig. 3. Number of studies referring to each evidence structuring technique.
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718 4.3. RQ3: What techniques are used for assessing the adequacy of
719 evidence?

720 We identified techniques for evidence assessment in 105 of the
721 total 218 studies. We classify these techniques into four categories.
722 The percentage given for each category is the rate of papers in that
723 category over the 105 relevant papers. Some studies referred to
724 more than one type of technique.
725

726 1. Qualitative Assessment (68%): We classify techniques that use
727 non-numerical methods for assessment of evidence in this cate-
728 gory. Argumentation (e.g., [PS1,PS7,PS11,PS14,PS30]) is the most
729 widely identified technique under qualitative assessment. Argu-
730 mentation can be based on unrestricted natural language, (semi-
731 ) structured natural language, or graphical argumentation struc-
732 tures such as GSN. Graphical argumentation structures generally
733 have the advantage of being easier to understand, review, and
734 navigate. Argumentation can be enhanced by ‘‘qualitative tags’’
735 that capture the level of trustworthiness of evidence. The
736 approaches that we found for this purpose are:
737 – Safety Evidence Assurance Levels (SEAL) [PS57], providing
738 four levels to capture the degree of confidence in safety evi-
739 dence, the highest level of assurance being incontrovert-
740 ible, followed by compelling, persuasive, and the lowest
741 level being supportive.
742 – Safety Assurance Levels (SAL) [PS128,PS162,PS170], which
743 are similar to SEALs but also address confidence propaga-
744 tion rules between arguments and sub-arguments.
745 –Our review also identified qualitative methods for assess-
746 ment that are not based on argumentation. These are:
747 – Activity-based quality model [PS83], which uses quality
748 matrices to assess evidence for compliance with the
749 IEC62304 standard.
750 – Evidence-confidence conversion process [PS171], which
751 assesses safety evidence through a review process that
752 results in the specification of the confidence in the safety
753 of the system.
754

755 2. Checklists (16%): We classify in this category techniques that
756 introduce a ‘‘to-do list’’ consisting of a set of guided questions
757 that need to be answered or checked while reviewing the evi-
758 dence. The questions could, for example, be a set of conditions
759 that must be met in order to gain confidence in the evidence col-
760 lected and to check its sufficiency [PS66]. We identified different
761 variations of checklists in the literature:
762 – Design Checklists [PS114], which assess evidence based on
763 the design of the system.
764 – GQM-based checklists [PS47], which are based on the Goal/
765 Question/Metric measurement framework [6]. They define
766 top-level goals for assessing product and process evidence,
767 questions to be answered to achieve these goal and metrics
768 providing a measurable reference against which analysis
769 can be performed.
770 – Argumentation-based checklists [PS109], which assess evi-
771 dence by mixing checklists with argumentation.
772 – The Taxonomy-Based Questionnaire [PS79], which contains
773 305 questions addressing the safety attributes and artefacts
774 in the Software Safety Risk Taxonomy and Software Safety
775 Risk Evaluation process [14].
776 – Plain Checklists [PS50], which are checklists that do not fall
777 under any of the more specific variations discussed above.
778

779 3. Quantitative Assessment (10%): We classify in this category tech-
780 niques that use numerical measures for assessment of evidence.
781 These techniques are:

782– BBNs (e.g., [PS41,PS101,PS134,PS167,PS168]), which assess
783evidence in the presence of uncertainty by using condi-
784tional probability distributions. This technique is used in
785conjunction with BBN structuring of evidence (Section
7864.2). This is the most frequent quantitative technique in
787the literature for evidence assessment.
788– The Modus approach [PS137], which combines quantitative
789assessment with formal argumentation structures. The
790approach is based on quantitative reasoning that uses goal
791models (KAOS), expert elicitation, and probabilistic simula-
792tion for assessing the overall goal of a safety case.
793– Evidence Volume Approach [PS96], which allows an inter-
794nal expert to assign weighted factors on evidence that
795describe the relative importance of each piece of evidence.
796An aggregate function is then chosen for the weighted
797evidence to calculate a volume known as evidence
798volume, based on which an outcome (accept or reject) is
799chosen.
800

8013. Logic-based Assessment (6%): In this category, we classify tech-
802niques that use logical formulae, such as first-order logic state-
803ments, to articulate and verify the properties of interest over
804evidence items and their relationships. Logic-based techniques
805are best suited for checking the well-formedness and consis-
806tency constraints of evidence information. For example, OCL
807[23] has been used to ensure that there is a consistent link
808between the evidence items produced for a particular system,
809and that the evidence items required by a safety standard are
810available [PS122,PS82,PS83,PS121,PS122,PS131].

811Fig. 4 shows the number of studies that refer to each evidence
812assessment technique. It is important to make the following clari-
813fications about the evidence structuring techniques identified.
814First, in the literature, expert judgment can and has been used in
815conjunction with all the techniques outlined above. However, we
816have not regarded expert judgment per se as an assessment tech-
817nique. For expert judgment to have any credibility, the rationale
818behind it must always be made explicit (e.g., through assumptions
819or argumentation). Second, we do not regard assignment of integ-
820rity levels such as SIL as a technique for evidence assessment.
821These levels are concerned with the assessment of the integrity
822of the product that the evidence relates to, not the integrity of evi-
823dence itself.

8244.4. RQ4: What challenges and needs have been the target of
825investigation in relation to safety evidence?

826We identified several categories of general challenges and
827needs related to providing safety evidence information and to
828structuring and assessing the evidence. Some primary studies note
829more than one need or challenge. Although not all the correspond-
830ing primary studies are referenced in each category, examples are
831provided to better understand how the primary studies were cate-
832gorised. The categories of challenges and needs addressed in the
833literature are as follows:
834(1) Specification of evidence content: The challenge that was
835noted the most (60 papers out of 218) was determining
836in a systematic way what information was necessary to
837be provided as evidence in a given domain and for compli-
838ance with a particular set of applicable standards. For
839example, Habli & Kelly [PS69] address the challenge of find-
840ing the right balance between product-based and process-
841based evidence for certification. Similarly, Bate et al.
842[PS12] investigate the challenge of identifying supporting
843evidence when modern super-scalar processors are used
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844 in the current safety–critical systems. We think that the
845 evidence taxonomy built as a response to RQ1 can help
846 tackle this challenge.
847 (2) Construction of safety cases: The second most identified
848 challenge (57 papers) relates to the development of safety
849 cases, particularly providing methodological guidance for
850 safety case construction and decomposition of the argu-
851 ments and the evidence in a way that permits more precise
852 and cost-effective demonstration of compliance. The need
853 for well-defined structures for claims, arguments, and evi-
854 dence relates to the structuring techniques identified in
855 RQ2. For example, Bishop et al. [PS20] acknowledge the
856 importance of constructing well-defined safety cases to
857 minimise safety and commercial risk. They propose a top-
858 down approach for safety case development that structures
859 safety cases in layers to accommodate changes in them.
860 Similarly, Feather & Markosian [PS55] discuss the challenge
861 of building safety cases for NASA’s safety–critical space
862 software and provide guidance to help future developers
863 of safety cases for similar software systems.
864 (3) Capturing the degree of credibility or relevance of the evi-
865 dence: We identified 31 papers in which researchers
866 acknowledged that different evidence items could have dif-
867 ferent levels of credibility depending on their source, or dif-
868 ferent degrees of contribution towards the satisfaction of
869 different compliance requirements. To capture credibility
870 or relevance, one might need to be able to assign weights
871 to the evidence items or to the links between evidence
872 items and safety arguments or claims. For example, Bouis-
873 sou et al. [PS23] use BBN for helping assessors weight the
874 evidence provided by using probability distribution func-
875 tions. Similarly, Czerny et al. [PS37] discuss the challenge
876 of providing convincing evidence of safety for ‘‘by-wire sys-
877 tems’’ in the automotive domain. This represents a major
878 technology change demanding higher levels of analysis,
879 design, and verification. Techniques identified in RQ3 for
880 evidence assessment relate to this need.
881 (4) Better development processes and better evidence about pro-
882 cess compliance: Among the selected primary studies, 30
883 noted the need for better development processes of
884 safety–critical systems, thereby making it easier to rigor-
885 ously verify that the development process followed is in
886 compliance with the applicable safety standards. For exam-
887 ple, Habli & Kelly [PS67] use a model-based approach to
888 define an extendable metamodel for describing the lifecy-
889 cle process and reliability assurance process by enabling
890 automatic verification of compliance with safety standards.

891In another example, Hall and Rapanotti [PS71] introduce
892the concept of assurance-driven design for system develop-
893ment, which regards assurance arguments or assurance
894cases as important as the product itself.
895(5) Ambiguities of safety standards: We identified 25 primary
896studies citing ambiguities (or problems) in the application
897of standards, such as the existence of multiple interpreta-
898tions of the evidence requirements in the standards. These
899studies also provided guidance on how to show compliance
900with a single standard or a set of standards. For example,
901Evans et al. [PS53] explore the evidence requirements and
902its sufficiency for the UK defence standard 00–56, and com-
903pare them with civil standards such as DO-178B, ARP4754,
904ARP4761, and IEC 61508. Dittel & Aryus [PS46] discuss the
905challenges of interpretation, implementation, and identifi-
906cation of the right level of detail when building safety cases
907for compliance with ISO 26262.
908(6) Certification of systems made up of components and subsys-
909tems: We identified 17 papers that mentioned challenges
910related to the construction, structuring, and assessment of
911evidence for systems that reuse existing components or
912subsystems such as legacy or Commercial-Off-The-Shelf
913(COTS) software. For example, Fan and Kelly [PS170] pro-
914pose a contract-based approach for justifying the use of
915COTS in safety–critical systems. The approach evaluates
916application-specific safety requirements against corre-
917sponding assurance requirements derived from the COTS.
918Esposito et al. [PS52] propose another systematic approach
919for qualification and selection of COTS based on a custom-
920ised quality model that can guide and evaluate COTS
921selection.
922(7) Need for providing argumentation: We identified nine papers
923that address the importance of demonstrating and justify-
924ing how evidence collected supports safety claims through
925argumentation. For example, Linling & Kelly [PS100]
926explore the need for a clear and defensible arguments
927and potential issues of argumentation-based assurance in
928aircraft certification. Clegg [PS32] discusses how faults
929and failures can be introduced into a FPGA, what possible
930mitigation techniques can be used, and the need for argu-
931ments to demonstrate how a FPGA meets its safety
932requirements.
933(8) Demonstration of compliance for novel technologies: Seven
934papers cited challenges related to provision of evidence
935for certification of systems that make use of technologies
936that are novel for safety–critical domains. For example,
937Daniel & Mario [PS139] discuss how new computing trends

Fig. 4. Number of studies referring to each evidence assessment technique.
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938 like ubiquitous computing needs to be adaptive to react
939 appropriately to dynamic changes to environment and user
940 requirements. They also present details of conditional
941 safety certificates to evaluate safety of adaptive systems.
942 In a similar vein as the above, Rushby [PS136] discusses
943 how novel technologies like adaptive systems modify and
944 synthesise functions at runtime, and proposes a framework
945 that uses runtime verification, thereby allowing certifica-
946 tion to be partially performed at runtime.
947 (9) First-time certification or recertification of ‘‘proven-in-use’’
948 systems: We identified seven papers highlighting the chal-
949 lenge of certifying systems that have not been previously
950 certified, or recertification of systems that previously
951 invoked the ‘‘proven-in-use’’ principle but can no longer
952 do so, e.g., due to tighter regulations or the fact that the
953 systems evolved since they were last certified as proven-
954 in-use. Proven-in-use here refers to the situation where
955 there is convincing evidence, based on the previous opera-
956 tion of the system, that it meets the relevant safety require-
957 ments of a standard. For example, Cameron et al. [PS187]

958provide an approach for certification of UAS by demon-
959strating compliance to relevant proven-in-use UAS airwor-
960thiness codes. In another example, Meacham et al. [PS111]
961address the issue of applying traditional software safety
962standards to legacy safety–critical systems, with the aim
963of re-certifying the legacy systems. The paper proposes a
964model that captures relationships between pre- and post-
965modification software, and a framework that provides
966guidance on how to achieve airworthiness certification for
967the modified legacy software.

9684.5. RQ5: What commonalities exist among different application
969domains with regards to RQ1–RQ4?

970In this section, we compare the results obtained for RQ1–4 with
971the eight domains identified in the literature. We analyse which
972evidence types, structuring techniques, assessment techniques,
973and challenges have been addressed in each domain.
974The rate information in the tables that follow (e.g., the last col-
975umn of Table 5) specifies the percentage of domains in which a
976particular evidence type, technique, or challenge was found. The

Table 4
Evidence types in different application domains.

Evidence types Aerospace Automotive Aviation Medical Maritime Nuclear Railway Robotics Rate (%)

Acceptance testing results – – X – – X X – 38
Accidents specification X X X – X X X X 88
Activity records X X X X X X X – 88
Architecture specification X X – – – X – – 38
Assumptions and conditions specification – X X X – – X – 50
Automated static analysis results X X X X – X X X 88
Communication plan – – X X – – – – 25
Configuration management plan – X X – – – X – 38
Design specification – X X X X X X X 88
Development plan X X X – X X X – 75
Development and V&V staff competence specification X X X X X X X X 100
Functional testing results – – X X – – – – 25
Hazards causes specification X X X X X X X X 100
Hazards mitigation specification X X X X X X X X 100
Hazards specification X X X X X X X X 100
Inspection results X – X X X – – X 63
Integration testing results X X X – – X X – 63
Model checking results X X X X – X – X 75
Modification procedures plan X X X X – – X – 63
Non-operational testing results – – X X – – X – 38
Normal range testing results – X – – – – X X 38
Object code – – X – – – – – 13
Operation procedures plan – – X X X – X – 50
Operational testing results X – X – – – – X 38
Operator competence specification – – X X X – – X 50
Performance testing results X – X – – – – – 25
Project monitoring plan – – X X – – – – 25
Reliability testing results X – X – – X X – 50
Requirements specification X X X X X X X X 100
Reused component specification – – X X – X X – 50
Reused component historical service data specification X – X – X – – – 38
Review results X X X X X X X X 100
Risk analysis results X X X X X X X X 100
Project risk management plan – – – X – – – – 13
Robustness testing results – X X X – X – – 50
Safety management plan – – – – X – X – 25
Source code – – X X – X X – 50
Simulation results X X X – X X – X 75
Stress testing results X – X – – – – – 25
Structural coverage testing results X X X – – X X X 75
System historical service data specification – X X X X X – – 63
System inception specification – X X – – – – – 25
System testing results X – X – – – – – 25
Test cases specification – X X – – – – – 25
Theorem proving results X X X – X – X X 75
Tool support specification – – X – – – – – 13
Traceability specification X X X X X X X X 100
Unit testing results X X X X X X X X 100
V&V plan – X – X – X – – 38
Total 55% 59% 90% 57% 43% 53% 57% 41%
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977 total (e.g., the last row of Table 5) specifies the percentage of evi-
978 dence types, techniques, or challenges that have been found in a
979 particular domain.
980 The x symbol shows that the particular evidence type, tech-
981 nique, or challenge has been found for a domain in at least one
982 study. We did not consider for this analysis those studies that (1)
983 indicate more than one domain or (2) do not explicitly specify
984 the application domain that they target.
985 Table 4 provides the comparison for the evidence types. Nine
986 types have been identified in all the domains: Development and
987 V&V Staff Competence Specification, Hazards Causes Specification,
988 Hazards Mitigation Specification, Hazards Specification, Require-
989 ments Specification, Risk Analysis Results, Review Results, Trace-
990 ability Specification, and Unit Testing Results.
991 Table 5 presents a matrix of the categories of evidence structur-
992 ing techniques and the application domains. Argumentation-in-
993 duced evidence structure has been identified in all the domains.
994 More than one structuring technique was identified in aerospace,
995 aviation, maritime & energy, and railway domains.
996 Table 6 presents a matrix of the categories of evidence assess-
997 ment techniques and the domains. Qualitative assessment has been
998 identified in all the domains. Aviation includes all the four catego-
999 ries of evidence assessment techniques. Except Robotics, all do-

1000 mains have referred to at least two evidence assessment
1001 categories. The reason could be because we identified only one
1002 study in this domain.
1003 Table 7 presents the matrix of identified challenges or needs in
1004 each of the application domains. Difficulties with categorising evi-
1005 dence information or specifying what evidence information is
1006 made of, and challenges with safety case construction have been
1007 reported in all the domains. Aviation has acknowledged all the
1008 eight categories of challenges.

1009 4.6. Quality assessment

1010 As discussed in Section 3.5, we defined three quality criteria for
1011 the selected primary studies. This section provides our findings in
1012 relation to these criteria.

1013With regards to evidence abstraction levels, we consider only
1014the lowest (i.e., the most specific) level found in any given primary
1015study. As shown in Fig. 5(a), the most frequent evidence abstrac-
1016tion level is ‘‘generic’’ (35%). Nevertheless, the remaining levels –
1017which go beyond just providing generic examples – still collec-
1018tively account for a majority of the publications (65%). This said,
1019the lowest-level (and in our view the most useful) abstraction lev-
1020els, namely system-type level and system-specific level, account
1021only for 14% of the studies.
1022Fig. 5(b), shows the statistics for the validation methods used by
1023the studies. The vast majority of studies (72%) have not been vali-
1024dated with practitioners, or with data from a real project. A small
1025fraction of the studies (15%) have been validated in actual projects,
1026by means of action research or case studies. The least used valida-
1027tion method is survey (2%).
1028The Communication Plan evidence type, three types of tech-
1029niques from the Argumentation-Induced Evidence Structure (Struc-
1030tured HTML, Structured Text, and Safety Specification Graphs), and
1031six evidence assessment techniques (SEAL, SAL, Activity-based Qual-
1032ity Models, Evidence-Confidence Conversion Process, Taxonomy-based
1033Questionnaire and Evidence Volume approach) have not been men-
1034tioned in the studies that have been validated with the methods
1035considered. All the challenges and needs identified in the literature
1036have been noted in at least two studies that have been validated.
1037More details are shown in Table 8. Please note that, as explained
1038previously in Section 3.5, the term ‘‘validation’’ does not imply val-
1039idation in a controlled experiment (e.g. controlled experiment).
1040With respect to tool support, 53 studies noted some tool for cre-
1041ating evidence information, structuring of evidence, or assessment
1042of evidence. A total of 39 different tools were identified from these
1043studies. Table 9 provides the list of tools and the number of studies
1044in which each tool was validated. Only five tools were noted twice
1045or more than twice in the validated studies.

10465. Discussion

1047In this section, we discuss the implications of the results ob-
1048tained from the SLR in the context of future research and of
1049practice.
1050The results from the review provide a general research-oriented
1051view on evidence provision. The evidence taxonomy built as part of
1052the review depicts a holistic view of the development and verifica-
1053tion artefacts and the information that constitutes safety evidence.
1054We believe that this taxonomy is a useful reference to new
1055researchers, helping them get better acquainted with the area.
1056The taxonomy captures, at an abstract level, the types of infor-
1057mation that a safety evidence management tool should be capable
1058of handling. One can use the taxonomy to elicit detailed require-
1059ments about the contents of each evidence type as well as the rela-
1060tionships that must be maintained between instances of different
1061evidence types in a tool. Using these requirements, one can further
1062elaborate the analysis scenarios for which tool support is required,

Table 5
Evidence structuring techniques in different application domains.

Domain Argumentation-
induced evidence
structure

Model-based
evidence
specification

Textual
templates

Total
(%)

Aerospace X X – 67
Automotive X – – 33
Aviation X X – 67
Medical X – – 33
Maritime & energy X X – 67
Nuclear X – – 33
Railway X – X 67
Robotics X – – 33
Rate 100% 38% 13%

Table 6
Evidence assessment techniques in different application domains.

Domain Qualitative assessment Checklists Quantitative assessment Logic-based assessment Total (%)

Aerospace X X – – 50
Automotive X X – X 75
Aviation X X X X 100
Medical X X – X 75
Maritime & energy X – X X 75
Nuclear X – X – 50
Railway X X – X 75
Robotics X – – – 25
Rate 100% 63% 38% 63%
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1063 e.g. checking consistency and propagation of change in a collection
1064 of inter-related evidence artefacts.
1065 An important factor to consider regarding tool support is that
1066 safety evidence information is often distributed across different
1067 external tools, e.g., requirements management tools, workflow sys-
1068 tems, and test automation environments. Consequently, an infra-
1069 structure for integration of different (external) tools is necessary.
1070 An essential direction to pursue then is providing seamless ways
1071 to integrate evidence information originating from different
1072 sources. Initiatives such as OSLC (Open Services for Lifecycle Col-
1073 laboration) [29] can be useful for this purpose. However, several is-
1074 sues must be overcome in order to successfully adopt these
1075 frameworks for safety evidence management, such as adequate
1076 management of evidence configuration and of evidence granularity
1077 [31].
1078 Alongside the taxonomy, our results concerning evidence struc-
1079 turing and assessment serve as useful input for future work on tool
1080 support, bringing together and summarising the various tech-
1081 niques that have been proposed for structuring and assessing
1082 safety evidence.
1083 For practitioners, the taxonomy can be a helpful tool to gain a
1084 clearer understanding of what information may be relevant for
1085 demonstration of compliance with safety standards. In particular,
1086 information about the evidence types that are validated in real set-
1087 tings or projects can be especially valuable to practitioners. They

1088can benefit from the knowledge assimilated by others from the
1089previous application of the evidence types. In this sense, the spe-
1090cific artefacts, techniques, and tools presented in Appendix B can
1091help practitioners increase their awareness of different alternatives
1092for demonstrating compliance with safety standards.
1093For most safety standards, some degree of interpretation is re-
1094quired to tailor them to the context of application. In particular,
1095the descriptions provided in safety standards regarding the evi-
1096dence items are often abstract and in need of interpretation
1097according to contextual factors. In addition to the individual stan-
1098dards being large and requiring interpretation, a system may need
1099to conform to multiple standards. In such cases, it is important to
1100be able to build conceptual relationships between different stan-
1101dards and state how the different evidence items they envisage
1102map onto one another. A taxonomy like the one we have developed
1103is helpful for addressing both of the above problems. First,
1104equipped with the taxonomy, practitioners have a precise and
1105yet concise guide for concepts that are of relevance to safety evi-
1106dence. This makes it less likely to overlook important information
1107buried in the text of a standard when practitioners are reading and
1108interpreting the standard. Second, the taxonomy can serve as a
1109common framework for mapping the evidence information in dif-
1110ferent standards. Particularly, one can specify how each standard
1111maps onto the shared taxonomy and use this information to infer
1112and analyse the pairwise relationships between the standards.

Table 7
Challenges and needs addressed in different application domains.

Challenges And Needs Aerospace Automotive Aviation Medical Maritime and
Energy

Nuclear Railway Robotics Rate
(%)

Specification of evidence content X X X X X X X X 100
Construction of safety cases X X X X X X X X 100
Capturing the degree of credibility or relevance of the

evidence
X X X X – X X – 75

Better development processes and evidence about
process compliance

X X X X X X X – 88

Certification of systems made up of components and
subsystems

X – X – – – – – 25

Ambiguities in safety standards – X X X – X X – 63
Demonstration of compliance for novel technologies X – X – – – – – 25
Need for providing argumentation – – X – – – – – 25
First-time certification or recertification of ‘‘proven-in-

use’’ systems
X – X – – – – – 25

Total 78% 56% 100% 56% 33% 56% 56% 33%

Fig. 5. (a) Percentage of studies for each evidence abstraction level and (b) percentage of studies for each validation method.

S. Nair et al. / Information and Software Technology xxx (2014) xxx–xxx 15

INFSOF 5428 No. of Pages 30, Model 5G

19 March 2014

Please cite this article in press as: S. Nair et al., An extended systematic literature review on provision of evidence for safety certification, Inform. Softw.
Technol. (2014), http://dx.doi.org/10.1016/j.infsof.2014.03.001

http://dx.doi.org/10.1016/j.infsof.2014.03.001


1113 Not all the evidence types that we have identified through the
1114 review are always required for compliance with a given standard
1115 and for a given system. Practitioners will therefore have to deter-
1116 mine the types of evidence that they need to provide according
1117 to the standards they have to comply with, and in the context of
1118 their system or domain. Furthermore, the evidence information
1119 has to be agreed upon with a certification authority beforehand.
1120 The certifiers may specify additional constraints on the evidence
1121 information that needs to be collected. Depending on the regula-
1122 tory jurisdictions, this may go beyond the requirements stipulated
1123 by the standards. In such cases, having a generic taxonomy like the
1124 one developed in this paper is beneficial, in the sense that it allows
1125 practitioners and certifiers to perform a more thorough analysis of
1126 the evidence requirements and reach a consensus about how evi-
1127 dence collection should be carried out.
1128 The taxonomy further provides a common terminology for com-
1129 munication about evidence requirements during the certification
1130 process. This helps reduce certification costs by avoiding termino-
1131 logical mismatches. Such mismatches are a common source of
1132 problems during certification, arising primarily due to the involve-
1133 ment of multiple experts who have different backgrounds and
1134 expertise, and typically different understandings of the evidence
1135 required by the safety standards [36].

1136The results concerned with the evidence taxonomy (RQ1) indi-
1137cate that the evidence types having to do with safety analysis,
1138requirements, and design have received more attention in the aca-
1139demic literature. This prompts an investigation of the state-of-the-
1140practice to confirm that these types are indeed the most relevant
1141for showing compliance with safety standards. For example, it
1142can be investigated if these types are more frequently used in prac-
1143tice than others such as review results, traceability specification,
1144and functional testing results. Such an investigation will also help
1145in identifying the potential gaps between the state-of-the-art and
1146the state-of-the-practice. Especially, an open issue to investigate
1147is the potential need for further research on the evidence types that
1148were mentioned in only a low percentage of the studies (e.g., Sys-
1149tem Testing Results, Test Case Specification). The outcome of such an
1150investigation could be that either: (1) more research is needed to
1151gain insights into the relevance and challenges associated with
1152these types, or; (2) the lack of research is due to practitioners not
1153having recurring problems with these evidence types. Involvement
1154and feedback from the industry would be essential to determine
1155which outcome corresponds to reality.
1156As indicated by the results in Section 4.6, a large fraction (35%)
1157of the primary studies only had generic-level instances of evidence
1158types. We believe that more research on safety evidence at lower
1159levels of abstraction (system type level and specific system level)
1160is necessary in order to obtain a better understanding of concrete

Table 8
Number of studies validating each structuring technique, assessment technique and
challenge.

Validated in No.
of PS

Evidence structuring technique
GSN 21
CAE 4
BBN 1
UML models 2
CENELEC templates 1
Trust cases 1
SSG 0
KAOS 2
Structured HTML 0
Structured text 0
Entity-relationship model 2
Process model 2
ACRuDA template 1
Template add-ons 1

Evidence assessment technique
Argumentation 18
Plain checklists 7
BBN 2
OCL 2
SAL 0
Design checklist 1
GQM-based checklist 2
SEAL 0
Activity-based quality model 0
Evidence-confidence conversion process 0
Taxonomy based questionnaire 0
MODUS 1
Evidence volume approach 0

Challenges and needs identified
Specification of evidence content 21
Construction of safety cases 15
Capturing the degree of credibility or relevance of the

evidence
6

Better development processes and evidence about
process compliance

10

Certification of systems made up of components and
subsystems

6

Ambiguities in safety standards 4
Demonstration of compliance for novel technologies 3
Need for providing argumentation 2
First-time certification or recertification of ‘‘proven-in-

use’’ systems
4

Table 9
Tools identified.

Tools Validated in No.
of PS

ASCE
[PS55,PS99,PS10,PS22,PS150,PS173,PS186,PS194,PS5]

9

SAM [PS78,PS164,PS126,PS152,PS183,PS186,PS194,PS215] 8
AutoCERT [PS9,PS42,PS175] 3
Hugin Explorer [PS58,PS167] 2
DECOS test bench [PS3,PS140] 2
VerO-Link analysis tool [PS3] 1
SafeSlice [PS40] 1
LSRD tool [PS79] 1
Unnamed tool based on Ms Excel [PS96] 1
Evidence Agreement tool [PS54] 1
CLawZ toolset [99] 1
TEAMS-RT [PS104] 1
Alloy-based prototype tool [PS116] 1
OSATE [PS56] 1
Unnamed tool [PS11] 1
DOORS/TraceLine [PS45] 1
VAM-LIFE [PS100] 1
Uppaal model checker, AiT tool for Worst case execution

time analysis [PS84]
1

RODIN Model prover, ProB tool for model analysis [PS114] 1
Programatica, DevCOP SCMS Eclipse Plug-in [PS142] 1
eSafetyCase Toolkit [PS152] 1
A Markup tool (unnamed) [PS171] 1
SofCheck and GrammaTech [PS93] 1
Extension to Papyrus/Eclipse [PS82] 1
ToolNet [PS131] 1
Excel, Isograph ft+[83] 1
GTO [PS51] 1
Modus [PS137] 1
Unnamed tool [PS148] 1
Visio plug-in for GSN, ASCE [PS174] 1
TCT Editor [PS176] 1
VORD [PS94] 1
An HTML based webpage [PS185] 1
Unnamed tool [PS187] 1
DOVE [PS207] 1
KCG qualified code generator [PS210] 1
Exception analyser [PS213] 1
AdvoCATE [PS43] 1
Objectiver [PS208] 1
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1161 needs and to be able to provide more useful guidance to
1162 practitioners.
1163 The results about the type of validation performed in the stud-
1164 ies show that the majority (72%) of the studies have not been val-
1165 idated in realistic settings. We view this as a strong indication of
1166 the need for work that deals first-hand with the practical aspects
1167 of safety certification and provides empirically rigorous analyses
1168 of the usefulness of the proposed solutions.
1169 With regards to the tools identified for evidence provision,
1170 many of the tools were a combination of prototype verification
1171 tools and process management tools to assist with the construction
1172 and collection of evidence information. Only 49% of the tools ap-
1173 peared in papers whose results had been validated in real indus-
1174 trial settings. A closer examination of the usefulness and
1175 usability of the evidence provision tools in real industrial settings
1176 will therefore be an important priority.
1177 The results regarding evidence structuring (RQ2) are useful for
1178 both research and practice to promote further work on managing
1179 large collections of evidence data. The most widely-identified evi-
1180 dence structuring technique category was argumentation-induced
1181 structuring (Section4.2), which was validated in 28% of the studies
1182 referring to it. To further capitalise on argumentation-induced
1183 structuring, future work must focus on effective and modular ways
1184 to decompose general safety arguments into coherent and cohesive
1185 blocks [28]. This would allow for identifying precisely the evidence
1186 required to support each block.
1187 With regards to evidence assessment (RQ3), the most referred
1188 to category was qualitative assessment, validated in 26% of the stud-
1189 ies that referred to it. The results in Section 4.3 indicate that argu-
1190 mentation is the most commonly used technique for qualitative
1191 assessment. We believe that to bring about industrial impact in
1192 this direction, further research is required to make qualitative rea-
1193 soning more systematic, particularly when large argumentation
1194 structures are involved. Future work must also try to provide auto-
1195 mated assistance during evidence assessment to ensure correct
1196 execution of the assessment process and the soundness of assess-
1197 ment outcomes. This way, the assessment will become more
1198 dependable and less error-prone.
1199 Again, an important remark to make about evidence structuring
1200 and assessment is the lack of adequate validation. The large major-
1201 ity of the studies proposing techniques to these ends (63% of struc-
1202 turing and 69% of assessment techniques) were not validated.
1203 Similar to the observations made about evidence types and tooling,
1204 we believe that more empirical work is required to assess the
1205 effectiveness of the proposed structuring and assessment
1206 solutions.
1207 With respect to the needs and challenges (RQ4), within the
1208 22-year time window considered, the vast majority of the research
1209 (88%) was performed in the last 10 years. To provide a finer-
1210 grained analysis of the trends, we show in Fig. 6 the number of
1211 papers that tackled each of the identified challenges and needs,
1212 distinguishing papers published more than 10 years ago from
1213 those published in the last 10 years.
1214 As seen from the figure, demonstration of compliance for novel
1215 technologies and first-time certification or recertification of ‘‘proven-
1216 in-use’’ systems have been tackled only in the last 10 years. The
1217 emergence of the former challenge may be attributable to the de-
1218 sire to introduce new technologies into safety–critical domains at a
1219 faster pace. This could for example be to benefit from technologies
1220 that help reduce the carbon-footprint of safety–critical systems
1221 and thus ensure that these systems meet the new emission targets
1222 and standards that they are subject to. Another motivation could
1223 be to facilitate cross-domain reuse, allowing technologies that
1224 have a proven track record in their original domain of application
1225 to cross over to a new domain (where the technologies would be
1226 considered novel) [26]. The emergence of the latter challenge

1227may be attributable to tighter regulations regarding when the
1228proven-in-use clause can be invoked, and also to the increasing
1229demand in the industry for reducing costs [28].
1230Finally, with regards to the domain analysis of the results (RQ5),
1231we observed that the aviation domain is omnipresent in all aspects
1232of the information gathered. The domain clearly has a leading
1233position on safety certification research and subsequently a large
1234representation in the academic literature. Out of the 218 primary
1235studies identified in the review, 55 were from this domain. A sec-
1236ond reason for this large representation is that the aviation domain
1237generally mandates higher bars and a higher level of maturity for
1238safety compliance than others domains. This could mean that some
1239of the evidence types and techniques identified in the aviation do-
1240main may be out of scope for other domains. A future analysis of
1241the state-of-the-practice will provide better clues as to which as-
1242pects may exclusively concern one domain, e.g., the aviation, but
1243not others.

12446. Threats to validity

1245Following guidelines on validity in SLRs [18], this section dis-
1246cusses the threats to validity of the SLR reported in this paper.

12476.1. Publication bias

1248We began the SLR with limited knowledge about all the related
1249venues. Therefore, we decided to start with an automatic search.
1250After pilot searches, we selected the venues and journals for man-
1251ual searches. We consider that this mitigated publication bias.
1252Initially, we did not assume the breadth of the search (i.e., from
12531990) and considered as much peer-reviewed literature as possi-
1254ble. Inclusion of grey literature such as PhD theses, technical re-
1255ports, and whitepapers might have led to more exhaustive
1256results, potentially with a larger representation from the industry.
1257We plan to mitigate this threat in the future by validating the re-
1258sults of the SLR with practitioners. Nevertheless, it is important
1259to note that the inclusion of Google Scholar as a source did not re-
1260sult in the identification of any new evidence type, new category of
1261techniques for evidence structuring and assessment, or new chal-
1262lenges. This makes us believe that the inclusion of grey literature
1263would have little or no effect on the SLR results.
1264With regards to our search string for automatic search, we
1265avoided, as much as possible, the inclusion of terms that are spe-
1266cific to a certain application domain or a certain technique for
1267demonstration of compliance. However, we were compelled to
1268include in our final search string the terms, safety case, safety argu-
1269ment, assurance case, and dependability case, which are usually
1270associated with the argumentation technique for demonstration
1271of compliance. This decision was in response to an observation
1272made during the pilot searches: there were numerous argumenta-
1273tion-based studies which were concerned with demonstration of
1274compliance to safety standards but which did not explicitly use
1275the term ‘‘evidence’’. This is natural because the presence of evi-
1276dence is implied in any argumentation structure. Subsequently,
1277the thoroughness of the SLR would have been negatively affected
1278without including these argumentation-related terms in the search
1279string. To mitigate bias towards argumentation techniques, we set
1280stringent requirements in our inclusion criteria, so that a safety
1281argumentation study does not automatically qualify as a primary
1282study but only if it provides insights relevant to safety evidence.

12836.2. Selection of primary studies

1284The first author (PhD candidate) performed most of the selec-
1285tion. This indirectly implies that, due to the lack of adequate expe-
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1286 rience or knowledge about the phenomena under study, some pub-
1287 lications might have been missed. This is a common threat in SLRs
1288 (e.g., [10]), and we performed reliability checks to mitigate it. The
1289 reliability checks yielded consistent results with the work of the
1290 first author. In addition, well-defined inclusion and exclusion crite-
1291 ria helped reduce researcher bias in the selection of primary
1292 studies.
1293 A common threat to the validity of any SLR is the possibility of
1294 missing primary studies and thus relevant information. We refined
1295 our search string in several iterations, until we were confident that
1296 sufficient coverage of literature was obtained. We employed strin-
1297 gent mitigation strategies, including using Google Scholar as an
1298 additional source, manual search, reliability checks and expert
1299 knowledge, to address this threat to the best of our ability. We be-
1300 lieve that the above strategies protect against any major flaws.
1301 The criteria for publication selection (Section3.4) helped us nar-
1302 row our investigation to a manageable (but still large) size.
1303 Although some likelihood exists that relevant studies might have
1304 been missed, we consider that the criteria were the best ones given
1305 our time and resource constraints. Subsequent studies in the
1306 OPENCOSS project3 [25], e.g., a survey of the project’s aviation, rail-
1307 way, and automotive partners about their certification documenta-
1308 tion needs [27], have not found any evidence type that is not
1309 already included in our proposed taxonomy.
1310 Four primary studies were initially deemed not relevant and ex-
1311 cluded during the publication selection process, only to be identi-
1312 fied later during the reliability checks. We consider this to be
1313 natural because of the broader knowledge gained at Phase 4 of
1314 the first publication selection process. The checks were performed
1315 at a final stage, after having created a first version of the evidence
1316 taxonomy. Therefore, it was easier to identify evidence types, tech-
1317 niques, and challenges. To further mitigate validity threats posed
1318 by missing publications, we performed a second publication selec-
1319 tion process based on Google Scholar as explained in Section 3.4.
1320 The information obtained through this second process did not give
1321 rise to any new evidence types, new structuring and assessment
1322 techniques, or new challenges. This makes us reasonably confident
1323 about the validity of the results reported in the SLR.

1324 6.3. Data extraction and misclassification

1325 In many cases, we had to interpret information and make
1326 assumptions about the type of information considered as safety
1327 evidence or the validation method used in a study because of the
1328 lack of details. The first and the second authors checked, agreed
1329 upon, and refined the whole set of data extracted on two occasions
1330 in order to mitigate this threat. The validation methods to take into
1331 account were also defined before starting data extraction. In rela-

1332tion to the evidence taxonomy, we received feedback on its struc-
1333ture and content from some domain experts.
1334Finally, although we might have incorrectly extracted and clas-
1335sified some information, we consider that having several studies
1336supporting the definition of each evidence type, technique, and
1337challenge mitigates this threat.

13387. Conclusions and future work

1339Safety certification is a necessary and yet complex activity for
1340most safety–critical systems. One major source of complexity dur-
1341ing certification is the specification, collection, and assessment of
1342the evidence required for demonstrating compliance with safety
1343standards. Little has been done in the past to develop a general
1344body of knowledge about safety evidence that is empirically rig-
1345ours. Motivated by this gap, this paper presented a Systematic Lit-
1346erature Review (SLR) aimed at investigating the state-of-the-art on
1347provision of safety evidence.
1348One of the main outcomes of the SLR is a general taxonomy of
1349safety evidence types. The taxonomy classifies safety evidence
1350information into 49 basic types (product and process) identified
1351in the literature. We identified that evidence types under Safety
1352Analysis Results, Requirements Specification and Design Specification
1353are the most common in literature.
1354The SLR further examined and classified existing techniques for
1355structuring evidence information into three categories: Argumenta-
1356tion-Induced Evidence Structure, Model-Based Evidence Specification,
1357and Textual Templates. Similarly, we classified existing techniques
1358for evidence assessment into four categories: Qualitative Assess-
1359ment, Checklists, Quantitative Assessment and Logic-based
1360Assessment.
1361We also examined the research challenges and needs that have
1362been addressed in the literature. We classified them into nine
1363broad categories and the three most identified referred to the re-
1364search questions (RQs) of this study: Specification of evidence con-
1365tent (RQ1), Construction of safety cases (RQ2), and Capturing the
1366degree of credibility or relevance of the evidence (RQ3).
1367Lastly, the paper presented a comparison of eight safety–critical
1368domains in terms of their evidence needs and the relevant chal-
1369lenges. Most information gathered in the review was identified in
1370several domains. In particular, aviation domain was omnipresent
1371in all aspects of the information gathered.
1372As a major finding, the results about the type of validation per-
1373formed in the studies indicated that the majority (72%) of the stud-
1374ies have not been validated in realistic settings. We believe that
1375this is a strong indication of the need for more practitioner-ori-
1376ented and industry-driven empirical studies in the area of safety
1377certification.
1378The SLR provides useful insights for both researchers and prac-
1379titioners. From a research standpoint, the evidence taxonomy and
1380the classifications of structuring and assessment techniques pro-

Fig. 6. Compasrison of challenges addressed in the last 10 years with overall challenges identified.

3 As we stated above, OPENCOSS is the parent project as part of which our SLR was
performed.
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1381 vide a global overview of existing research on safety evidence. This
1382 is helpful both as a general introduction to the area, and also as a
1383 reference for organising future research. The challenges and needs
1384 that have been identified are useful for developing a future re-
1385 search agenda.
1386 As for practitioners, the results, particularly the evidence taxon-
1387 omy developed, provide a concrete reference for learning and tai-
1388 loring the various types of evidence that may be required during
1389 certification. Moreover, the taxonomy creates a common terminol-
1390 ogy for safety evidence. Having such a common terminology is
1391 advantageous both as a vehicle to facilitate communication and
1392 avoid misunderstandings, and also as a basis around which tool
1393 support can be designed for safety evidence management. Require-
1394 ments for such tool support can be elicited from the results of the
1395 SLR. Among them, integration with other tools seems to be a key
1396 aspect to address.
1397 The SLR is part of a larger and on-going research effort aimed at
1398 improving safety certification practices. We emphasise that the SLR
1399 is focused exclusively on academic literature. Subsequently, no
1400 conclusions can be drawn based on our current results by way of
1401 correlating the proportional number of studies on a certain tech-
1402 nique and the usefulness of the technique in practice. Analysing
1403 practical usefulness and industrial adoption requires studies on
1404 the current state of practice and is outside the scope of this SLR.
1405 In the future, we would like to further analyse the dependencies
1406 and constraints between different evidence types and create more
1407 detailed models of evidence information in different domains. To
1408 further ground our the results of the SLR in industrial needs, we
1409 plan to validate the findings of the review by (1) conducting new
1410 empirical studies (e.g., surveys) for investigating how practitioners
1411 provide evidence for safety certification and (2) comparing the evi-
1412 dence taxonomy developed, together with its glossary, to the infor-
1413 mation presented in different safety standards regarding the
1414 evidence to provide to comply with them. These studies would al-
1415 low us to compare the state of the art and the state of the practice,
1416 in relation to both what practitioners do and what safety standards
1417 indicate. We could also compare how different evidence types of
1418 the taxonomy (i.e., notions of information that constitute safety
1419 evidence) are referred to and defined in different application do-
1420 mains, determining their differences and commonalities. This
1421 would also allow us to find the notions with which some confusion
1422 or discrepancies exist among different application domains.
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Appendix A:Examples Of Data Extracted From The Primary Studiesof data extracted from the primary studies (continued)

Bibliographic
information

Application
domain(s)

Underlying
standard(s)

Information/artefact/tool/
technique contributing to evidence

Techniques
for
evidence
structuring

Techniques for
assessing
evidence
confidence

Tool
support

Objectives/
challenges
addressed

Evidence
abstraction
level

Validation
method

[2009] HHA, FHA, IHA, ECHA, RASP, CMA,
MMEL/CDL, FMEA, FMES, Safety
Assessment Reliability Prediction,
Equipment Cmas

processes and
better evidence
about process
compliance

System
Level

Linling, S. Kelly, T.
[PS100] IEEE
[2009]

Aviation Unspecified Simulation, Historical Service Data,
Design Rules, FTA

GSN, CAE Argumentation VAM-
LIFE

Need for
providing
argumentation

Domain
Level

None

Graydon, P., Habli,
I., Hawkins, R.,
Kelly, T., Knight, J
[PS174] Expert
Knowledge
[2011]

Aviation DO-178B Operating System, Code Review,
Code Inspection, Branch Coverage
Testing, Test Plan, Boundary Values
Testing, Test Case Specification

GSN
Models &
CAE

Argumentation Visio
Plugin
for GSN,
CAE

Capturing the
degree of
credibility or
relevance of the
evidence

Specific
System
Level

Action
Research

L.H. Eriksson [PS51]
Safecomp [2004]

Railway EN50126,
EN50128,
and
EN50129

System Definition (Design
Documentation), Quality
Management Report, Safety
Management Report, Technical
Safety Report, Related Safety Cases,
Installation Structure, Automated
Theorem Proving (In Propositional
Logic), Risk Analysis

CENELEC
template

Checklist GTO Construction of
Safety cases

Safety
Standard
Level,
Specific
system
Level

Action
Research,
Survey

S. Wagner, B.
Schatz, S.
Puchner, P. Kock
[PS159] IEEE
[2010]

Automotive IEC61508 Use Of Fault Pattern Libraries
(Source Code), Testing Results
Using Fault Injection, Formal
Verification Results, Simulation,
Fault Models (Hazard Analysis),
Simulink / Stateflow / Targetlink
Models

GSN
Models

Argumentation None Ambiguity in
Safety Standards

Domain
Level,
System
Type Level

Case Study

J. Wang. [PS212]
Google Scholar
[2000]

Energy and
Oil

Multi
standards

FTA, Consequence Analysis, ETA,
Structural Review Of Risks,
Requirements Analysis, Safety
Requirements Specifications,
Systematic Audit To Confirm The
Safety Requirements Specifications
Meets Software, Semantic Analysis,
Software Reliability Growth
Models, Formal Methods Like Z;
Vienna Development Method,
Communicating Sequential
Processes And Calculus Of
Communicating System, FMECA,
PHA

None None None Specification of
evidence content

Domain
Level

None
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Appendix A:Examples Of Data Extracted From The Primary Studiesof data extracted from the primary studies (continued)

Bibliographic
information

Application
domain(s)

Underlying
standard(s)

Information/artefact/tool/
technique contributing to evidence

Techniques
for
evidence
structuring

Techniques for
assessing
evidence
confidence

Tool
support

Objectives/
challenges
addressed

Evidence
abstraction
level

Validation
method

Stephenson, Z.,
Fairburn, C.,
Despotou, G.,
Kelly, T., Herbert,
N., Daughtrey, B
[PS149] Springer
[2011]

Unspecified Unspecified HAZOP; FTPC; FFA; FMEA; HEP;
HRA

None None None Certification of
systems made up
of components
and subsystems,
Construction of
safety cases

Generic None

Valk, J.-L., Vis, H., &
Koning, G.
Phileas [PS157]
Springer [2010]

Railway CENELEC PHA, FTA, hazard log, safety
requirements, traceability of the
requirements flow down,
architectural design, Independent
Verification and Validation, Quality
assurance of the development
process, requirements traceability
between models and formal
requirements, Review and static
analysis at the model level to
guarantee compliance to modelling
standards, Functional verification
of the models by using
requirements based test vectors,
Automatic code generation with
built in traceability between the
source code and the models, Code
review, Equivalence testing, System
Requirements Specification; safety
Requirements Specification, Safety
Assessment Report

None None None Ambiguity in
Safety Standards,
Specification of
evidence content

Safety
Standard
Level and
Specific
System
Level

None

Hamilton, V [PS72]
Springer [2011]

Unspecified DO-178B,
IEC 61508

Safety management plan, software
development and verification
plans, HAZOP, software design
specification, integration test
results, static analysis of code,
design reviews, normal range
testing, traceability specification

GSN, CAE Argumentation None Specification of
evidence content

Generic None
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1442 Appendix B. Glossary of evidence types

1443 We need to make the following clarifications to ensure a better
1444 understanding of the taxonomy and how it was built:
1445

1446 – After finding information that could be regarded as evidence in
1447 the publications, we classified it in different categories.
1448

1449 – From a (business) process perspective [5]:
1450 ! The tasks related to building, maintaining and using a crit-
1451 ical system are specified in the Activity Planning.
1452 ! The roles that will execute the tasks are specified in the
1453 Activity Planning.
1454 ! The skills and knowledge required (conditions) for task
1455 execution are specified in Personnel Competence.
1456 ! The necessary inputs (which exist before the critical system
1457 is built) correspond to Tool Support and Reused Components
1458 Information.
1459 ! The outputs (i.e., results) of the process correspond to Activ-
1460 ity Records and Product Information.
1461 ! The output of one task can be input for another.
1462

1463 – Product Information also corresponds to Activity Records (i.e.,
1464 product information shows the activities performed).
1465

1466 – We found that Historical Service Data can refer both to a compo-
1467 nent that will be reused in a new system and to an existing sys-
1468 tem that aims to be (re-)certified after having been in operation.
1469 We have considered that the same techniques, artefacts, and
1470 information can be used for the evidence types defined for both
1471 cases (Reused Component Historical Service Data Specification and
1472 System Historical Service Data Specification).
1473

1474 – The structure of Safety Analysis Results is based on the common
1475 explanation and relationships between accidents (aka mishaps),
1476 risks, and hazards (e.g., [9]).
1477

1478 – Many techniques for safety analysis can be used to specify sev-
1479 eral types of evidence. For example, FTA can be used for Hazard
1480 Cause Specification and Risk Analysis Results [9].
1481

1482

1483 – The information regarding static analysis, inspections, and
1484 reviews indicated in the studies of the SLR has only been consid-
1485 ered relevant if the publications indicated the element (i.e., arte-
1486 fact) under analysis (e.g., ‘‘source code static analysis’’).
1487

1488 – Test Cases Specification can refer to any type of Testing Results
1489 (e.g., unit test cases). These types have only been included in
1490 Testing Results to minimise the size of the taxonomy.
1491

1492 – The structure of the child nodes of Testing Results is based on the
1493 testing types classification presented in [1].
1494

1495 – There exist relationships and constraints between evidence
1496 types. For example, certain Testing Results are linked to the
1497 Requirements Specification. They are currently not specified in
1498 the taxonomy.
1499

1500 – When specifying test cases and providing test results, a combi-
1501 nation of target-based testing, objective-based testing, and environ-
1502 ment-based testing can be used (e.g., system-performance-
1503 operational testing).

1504The following table presents a glossary to support the under-
1505standing of the Taxonomy (Fig. 2) with information such as defini-
1506tion of each evidence type, information, techniques, tools and
1507artefacts extracted and classified accordingly from the primary
1508studies.

Acceptance testing results
Definition: Results from the validation of the behaviour of a

critical system against its customers’ requirements. The
customers undertake or specify typical tasks to check that
their requirements have been met [1]

Techniques: user evaluation in mock work environments

Accidents Specification
Definition: Specification of the events that result in an

outcome culminating in death, injury, damage, harm, and/
or loss as a consequence of the occurrence of a hazard of a
critical system [9]

Techniques: ETA; PHL; PHA; FMEA; FMECA; FMES; IHA;
FMEDA

Activity Records
Definition: Specification of the work performed to execute

the activity planning of a critical system [9]
Artefacts: QA audit results; maintenance log; change requests

report; system changes report; review checklists; quality
management report; safety management report; technical
safety report; risk management file; safety and engineering
meeting minutes; design checklists; V&V effort report;
configuration control records; QA activities report; quality
control documents; safety criteria report; safety
compliance assessment report; failure checklist; customer
feedback reports; feasibility analysis; implementation
track; integration report; quality management report;
project execution report; hazard checklist; report on
monitoring operator performance and periodic review of
skills; structural coverage analysis review checklist; SAS

Information: testing team independence

Architecture Specification
Definition: Description of the fundamental organisation of a

critical system, embodied in its components, their
relationships to each other and to the environment, and the
principles guiding its design and evolution [15]

Technique: AADL
Artefacts: dependence diagram

Assumptions and Conditions Specification
Definition: Description of the constraints on the working

environment of a critical system for which it was designed
[35]

Artefacts: assumptions about the environment where the
code is executed; domain assumptions

Automated Static Analysis Results
Definition: Results from an automatic process for evaluating

a critical system based on its form, structure, content, or
documentation [32]

Techniques: code static analysis; fault model static analysis;
control flow analysis; worst case execution time analysis;
integrity analysis; cyclomatic complexity analysis; data
coupling analysis; control coupling analysis

Communication Plan
Definition: Description of the activities targeted at creating

project-wide awareness and involvement in the
development of a critical system [9]
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Configuration Management Plan
Definition: Description of how identification, change control,

status accounting, audit, and interface of a critical system
will be governed [5][4]

Artefacts: SCMP; version management; change control
procedures.

Information: target platform

Design Specification
Definition: Specification of the components, interfaces, and

other internal characteristics of a critical system or
component [5][32]

Techniques: ADDL; UML; SysML; SCADE.
Artefacts: Interface design; data structures; state machine.
Information: safety assessment reliability prediction.

Development Plan
Definition: Description of how a critical system will be built.

It includes information about the requirements, design, and
implementation (coding and/or integration) phases [5]

Artefacts: SDP; test generation procedure; verification
process

Information: Development methodology; coding standards;
coding guidelines; design rules; pair-programming; use of
industry-standard state machine notations; metrics for
function-code size; FFPA method; design technique;
implementation technique

Development and V&V Staff Competence Specification
Definition: Specification of the skills or knowledge that the

parties involved in the development and V&V plans of a
critical system need in order to carry out the activities
assigned to them [35]

Artefacts: developer qualification; engineers CV
Information: Staff experience; authority and training; tool

training; software architects experience; experience,
authority, and training of verification engineers; reviewer
competence

Functional Testing Results
Definition: Results from the validation of whether or not the

observed behaviour of a system conforms to its
specification [1]

Techniques: hazard directed testing

Hazards Causes Specification
Definition: Specification of the factors that create the hazards

of a critical system [9]
Techniques: FTA; FMEA; FMECA; anthropometric and

workload assessment; Markov Analysis; HAZOP; causal
analysis; SHARD; common failure analysis; common mode
failure analysis; common mode analysis; root cause
analysis; FMES; FPTC; FPTN; IHA; FFA; ECHA; HEP; HRA;
FMEDA

Information: human error

Hazards Specification
Definition: Specification of the conditions in a critical system

that can become a unique, potential accident [9]
Techniques: PHL; PHA; SHA; HHA; FMEA; FMECA; FHA; Petri

Nets; Markov Analysis; HAZOP; SHARD; HAZID; FMES;
vulnerability analysis; IHA; ECHA; HEP; HRA FMEDA

Artefacts: hazard log

Hazards Mitigation Specification
Definition: Specification of how to reduce hazard likelihood

and hazard consequences when a hazard cannot be
eliminated in a critical system [9]

Synonyms: hazard contingency specification, hazard barriers
specification, and hazard protections specification

Techniques: PHA; SHA; FMECA; IHA; ECHA; diversity
analysis; FMEDA

Historical Service Data Specification
Definition: Specification of the dependability (often,

reliability) of a component reused in a critical system based
on past observation of the behaviour of the component [35]

Artefacts: field service experience; product service history;
fault log; maintenance reports; studies and reviews of
operation safety and environmental experience;
maintenance records and surveys

Information: probability of failure on demand (from past
behaviour); prior field reliability in similar applications;
failure frequency; failure rate; MTTF; MTTR; MTBF

Inspection Results
Definition: Results from the visual examination of system

lifecycle work products of a critical system to detect errors,
violations of development standards, and other problems
[32]

Synonyms: audit (usually used to refer to inspections made
by an independent party [32]

Technique: functional configuration audit; physical
configuration audit; inspection of safety requirements;
code inspection; independent analysis of requirements and
architecture specification; safety audit; independent
assessment of tests

Artefacts: independent safety audit report

Integration Testing Results
Definition: Results from the evaluation of the interaction

between the components of a system [1]
Techniques: software integration testing; hardware

integration testing; interfaces testing

Model Checking Results
Definition: Results from the verification of the conformance

of a critical system to a given specification by providing a
formal guarantee. The critical system under verification is
modelled as a state transition system, and the
specifications are expressed as temporal logic formulae that
express constraints over the system dynamics [5]

Techniques: CCS; CSP; LOTOS; temporal logic; Lustre; ASA;
ClawZ; Uppaal; lambda calculus; schedulability analysis;
Time Petri Nets.

Tools: Uppaal

Modification Procedures Plan
Synonyms: maintenance procedures plan
Definition: Description of the instructions as to what to do

when performing a modification in a critical system in
order to make corrections, enhancements, or adaptations to
the validated system, ensuring that the required safety is
sustained [35]

Techniques, tools and artefacts: changes propagation; non-
regression testing; maintenance plan; inspection
procedures; repair time; change assessment

Non-operational Testing Results
Definition: Results from evaluation of a critical system in an

environment that does not correspond to but replicates its
actual operational environment [1]

Normal Range Testing Results
Definition: Results from the verification of the behaviour of a

system under normal operational conditions [13]

(continued on next page)
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Techniques: Equivalence classes and input partitioning
testing.

Object Code
Definition: Computer instructions and data definitions in a

form output by an assembler or compiler [32]

Operation Procedures Plan
Definition: Description of the instructions and manuals

necessary to ensure that the safety targets of a critical
system are maintained during its use [35]

Artefacts: user manual; target staff description; installation
procedure; operational staff support description;
installation structure plan; training plan; incident
registration procedures; performance monitoring plan;
installation and operation facility procedures; evacuation
procedures; description of the allocation of system
functions between equipment and operators

Operational Testing Results
Definition: Results from the evaluation of a critical system in

its actual operating environment [1]

Operator Competence Specification
Definition: Specification of the skills or knowledge that the

parties involved in the operation procedures need in order
to carry out the activities assigned to them [35]

Techniques, tools and artefacts: operational staff training
needs specification; manning requirements specification.

Information: operator competence; user experience.

Performance Testing Results
Definition: Results from the verification of the performance

requirements (e.g., capacity and response time) of a critical
system [1]

Synonyms: resource consumption analysis
Techniques: memory use analysis; timing analysis; memory

partitioning analysis
Information: memory use

Project Risk Management Plan
Definition: Description of the activity regarding the

development and documentation of an organised and
comprehensive strategy for identifying project risks. It
includes establishing methods for mitigating and tracking
risk [9]

Reliability Testing Results
Definition: Results from the verification of fault-free

behaviour in a critical system [1]
Synonyms: failure analysis
Techniques: statistical testing; probabilistic testing

Requirements Specification
Definition: Specification of the external conditions and

capabilities that a critical system must meet and possess,
respectively, in order to (1) allow a user to solve a problem
or achieve an objective, or (2) satisfy a contract, standard,
specification, or other formally imposed documents [5][32]

Artefacts: (specifications of) performance requirements;
derived requirements; software safety requirements;
software requirements; high-level requirements; low-level
requirements; functional requirements; interface
requirements; safety requirements; failure requirements;
monitoring requirements; software requirements; MMEL/
CDL

Reused Component Specification
Definition: Specification of the characteristics of an existing

system that is (re-) used to make up a critical system [32]
Artefacts: reused component requirements specification;

reused component functions specification; fault pattern
library; reused component reliability specification; product
safety accreditation; OS/RTOS certification; supplier
information; reused component safety case; reused
component safety analysis results; equipment
requirements specification

Reused Component Historical Service Data Specification
Definition: Specification of the dependability (often,

reliability) of a component reused in a critical system based
on past observation of the behaviour [35]

Artefacts: field service experience; product service history;
fault log; maintenance reports; studies and reviews of
operation safety and environmental experience;
maintenance records and surveys

Information: probability of failure on demand (from past
behaviour); prior field reliability in similar applications;
failure frequency; failure rate; MTTF; MTTR; MTBF

Review Results
Definition: Description of a process or meeting during which

a system lifecycle work product or set of works products is
presented to some interested party for comment or
approval [32].

Synonyms: walkthrough (usually used to refer to a review led
by a designer or programmer)

Artefacts: (results from, usually reports of) source code
walkthrough; independent audit review; source code
review; design review

Risk Analysis Results
Definition: Specification of the expected amount of danger

when an identified hazard will be activated and thus
become an accident in a critical system [9]

Synonyms: risk assessment results
Techniques: FTA; ETA; PHA; SHA; FMEA; FMECA; Markov

Analysis; FMES; FPTC; FPTN; PHA; FMES; IHA; RASP; HRA
Information: likelihood, severity

Project Risk Management Plan
Definition: Description of the activity regarding the

development and documentation of an organised and
comprehensive strategy for identifying project risks. It
includes establishing methods for mitigating risk and for
tracking risk [9]

Robustness Testing Results
Definition: Results from the verification of the behaviour of a

critical system in the presence of faulty situations in its
environment [1]

Techniques: fault injection testing; SWIFI; EMFI

Safety Management Plan
Definition: Description of the coordinated, comprehensive set

of processes designed to direct and control resources to
optimally manage the safety of an operational aspect of an
organisation [9]

Simulation Results
Definition: Results from the verification of a critical system

by creating a model that behaves or operates like the
system when provided with a set of controlled inputs [32]

Techniques: symbolic execution; emulation; hardware-in-
loop testing; animation

Tools: Matlab/Simulink; TargetLink; Stateflow

Source Code
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Definition: Computer instructions and data definitions
expressed in a form suitable for input to an assembler,
compiler, or other translator [32].

Artefacts: ADA code; C code; C++ code

Stress Testing Results
Definition: Results from the verification of the behaviour of a

critical system at the maximum design load, as well as
beyond it [1]

Techniques: boundary value testing; exhaustive input
testing; sensitivity testing

Structural Coverage Testing Results
Definition: Results from the verification of the behaviour of a

critical system by executing all or a percentage of the
statements or blocks of statements in a program, or
specified combinations of them, according to some criteria
[1]

Synonyms: structural coverage analysis
Techniques: MC/DC testing (or coverage); control flow

analysis; data flow analysis; statement coverage; branch
coverage; subroutines coverage; safety requirements
coverage

Information: element under analysis; coverage percentage

System Historical Service Data Specification
Definition: Specification of the dependability (often,

reliability) of a system based on past (prior-certification)
observation of the behaviour [35]

System Inception Specification
Definition: Specification of initial details about the

characteristics of a critical system and how it will be
created [5][13]

Artefacts: PSAC; EUC specification; scoping document
Information: suitability of notations; soundness of methods;

quality of development method

1891
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