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Abstract— We propose a routing and load-balancing approach “Homeostasis® Homeostasis is a new approach to routing
with the primary goal of being robust to sudden topological and load balancing wherthe primary goal is robustness to
changes and significant traffic matrix variations. The propsed \4yiations in traffic patterns and topology, while provigdin
method load-balances traffic over several routes in an adapte . . .
way based on its local view of the load in the network. The focs 9090' routes in terms of delay gnder light traffic 'Oa(,Tﬁhe
is on robustness and simplicity, rather than optimality, ard so it Main components in Homeostasis are the use of multiple non-
does not rely on a given traffic matrix, nor it is tuned to a spedic  equal cost routes to each destination, and adaptive assignm

topology. Instead, we aim to achieve a satisfactory routinginder  of traffic to these routes based on the local view of the traffic
a wide range of traffic and topology scenarios based on each load.

node’s independent operation. The scheme avoids the instidity E h h d d . | _
risks of previous load-responsive routing schemes, it doemt load ven though many advanced routing protocols promising

the control plane with congestion-related signaling, andtican be improved performance have been proposed and implemented
implemented on top of existing routing protocols. In this paer, over the last decades, most networks still base their raiste s

we present the proposed scheme, discuss how it aims to meeeth |ection on shortest-path calculations using link-statetquols
objectives of robustness and load-responsiveness, and mite its .o OSPF or IS-IS. The main reasons for this are the sim-
performance under diverse traffic loads and topological chages . L .
with flow-level simulations. pI|C|.ty and d|§tr|buted nature .of these _protpco]s. A_n_maot
design goal in Homeostasis is to retain this simplicity. Hem
I. INTRODUCTION ostasis _stays in the cont_ext of destination-based_ hopepy-h
forwarding, and does not involve any complex configuration o
New applications, such as VoIP, IPTV and distributed ganyarameter optimizations. It is implementable on top of entr
ing, as well as demanding Service Level Agreements betwegiiting protocols, and does not create additional contadiic.
ISPs and commercial or government enterprise networkgetwork nodes make their forwarding decisions indepergent
impose new requirements on Internet routing. Instead df jushd adaptation to changes in the traffic is done based only on
providing good performance over long timescales (say Hourical information. With the focus on low overhead and local
it is now important that an ISP can also deal effectively Witbperation’ Homeostasjwrefers simplicity over optimality

short-term overload conditions that last from few secords t ) ) ) ] .
several minutes. For such timescales, it is not possible toMultipath routing, together with the adaptive load balagci

rely on mechanisms that require human intervention. Inste&Cheme we describe next, are the key ingredients of rotssstne
an automated load-responsive routing or online Traffic EHl Homeostasis. Instead of using a single best path, or the se
gineering (TE) mechanism is needed [6], [12]. Further, it @f minimum equal-cost next-hops, traffic is spread on a_bnh|t
important that these routing/TE mechanisms do not onlycavoiet of loop-free unequal-cost next hops. Multipath routag
congestion, but also that they result in routes with low yeldive rapid fault recovery upon topological changes, and it
(an issue that is often overlooked in the traffic engineeriff@" absorb short-term overloads by using additional nepsh
literature). when needed. . _ _

Load-responsive routing has been the focus of intenseS Previously mentioned, load-adaptive routing schemes
research since the early seventies and it was even deploye@ifher suffer from instability risks, or they introduce sificant
the early ARPAnet [14]. Unfortunately, many load-respeasi Signaling load in the routing plane. To avoid both problems,
protocols either suffer from instability [25], or they selthe Homeostasis does not change the set of available routes to
stability problem through significant control overheademts & destination based on the load. Routes are chosen based
of load state updates [6], [7], [12]. On the other hand, TEN Propagation delays (a static metric that does not vary
methods that require an estimate of the Traffic Matrix (TMyith load), while load balancing is performed on a local
can provide optimal routing, in terms of congestion-relate®@Sis Wwithout any signaling between different routers. Of
metrics [26], but they face the significant challenge that ttfourse, local load balancing is less effective than globad|
TM elements vary significantly with time, especially when w@alancing in rerouting traffic upon congestion. We believe
are also interested in short timescales. Additionally/iouter that the stability risks, or control overhead, of globaldoa
failures and management operations require us to alsod@mnsi | _ o o _ _ _

This name is inspired by biological homeostasis - the mdashamwith

robustqess in terms of tOpOIOQK_:aI changes. ) ) which organisms manage to maintain robust and stable bmatiespite large
In this paper, we preserRouting Homeostasi®r simply and unpredictable changes in their environment.



balancing schemes (such as load-responsive routing areonistudy, with packet-level simulations or testbed experitsen
TE) are more important issues for network operators than th€P traffic, routing protocol transients, etc, in a next pape
advantage of such schemes in terms of capacity utilizationSec. Il describes how multipath routes are selected. Skc. Il
Homeostasis can be implemented over existing intradomalescribes the load balancing method. We evaluate the robust
routing protocols, such as OSPF, IS-IS or EIGRP, becausenéss and performance of Homeostasis in Sec. IV. We review
does not require additional communication between routetse most related work in Sec. V, and we conclude in Sec. VI.
The multipath routing tables can be constructed using tid&e details about our simulation setup are explained in the
routing updates of any link-state or distance-vector prolto Appendix.
as long as propagation delay becomes the metric of each link.
The load balancing module can be implemented locally, as Il. MULTIPATH ROUTING
part of the forwarding engine’s functionality, and it dogstn  The ability to use more than one path to reach a destination
require changes in the routing information propagated @ tiis central for achieving robustness. In this section, wdaRrp
routing protocol. how multiple routes are selected, discuss issues thattaffec
An important goal in Homeostasis is to avoid or minimizéne number of routes achieved by Homeostasis, and evaluate
queuing delays. Instead akacting to increased queuing the impact of multipath routing on delay.
delays or packet losses, Homeostasis attempts to progctive We want to exploit the underlying path diversity beyond the
avoid congestion. To do so, the load balancing module moEqual-Cost Multi-Path (ECMP) commonly employed today,
itors the utilization of each selected out-link that is emtly by not restricting traffic forwarding to only shortest paths
used to route traffic. When that utilization exceeds a aertainstead we install up td& loop-free next-hops towards a des-
threshold, new flows are routed to the next available negt-heination in the forwarding table (FIB) at each router. Actiigy
in terms of propagation delay. In this manner, higher-delaegveral next-hops to a destination is critical, since wg ol
routes are used only when needed; in light-load conditionse ability to load-balance between them to absorb sudden
traffic is routed through the single minimum delay path.  changes in the traffic input. Keeping multiple entries pelt wi
Homeostasis is not designed to achieve optimality undigicrease the memory needed for FIB/RIB. The increase will
an expected traffic load, but seeks to gaatisfactory perfor- depend on the vendor-specific implementation. In networks
mance under a wide range of operating conditionbis is in  where large routing tables makes this a constraint, it may be
clear contrast to much of the TE literature [8], [9], [21]6]2 necessary to limit the memory consumption by setting K to a
[27], [28], which seeks to optimize some objective functiofow value.
assuming knowledge of the traffic matrbor example, in the  Note that we do not propose a new routing protocol - we
most recent work in this tradition [28], the authors showt thare agnostic to the choice of routing protocol for conveying
an optimal traffic distribution can be achieved without éipl reachability information. Homeostasis can be used on top of
routing and in a distributed manner by a joint optimizatioany existing link state protocol such as OSPF or IS-IS, or
of the link weights and (static) traffic split ratios with #m distance vector protocol such as RIP or DASM. We only
complexityO(N*). The performance of this method is highlyrequire changes in the way the routing tables are calcutatdd
dependent on the quality of the TM estimate; when thsopulated. Properties like convergence time, inconsigen
experienced traffic deviates from the expected, or the tapol during the convergence period etc. will be determined by the
changes due to failures or maintenance operations, thexgoutrouting protocol.
can be far from optimal. In contrast, Homeostasis makes
no assumptions about the traffic input, and does not involfe Selecting next-hops
any optimization. Optimizing routing for a particular TM is \We base our route selection on the propagation delays
problematic, since in general, it is difficult to make acterathrough each neighbor. Note that our method can also work
predictions about the future traffic demands in a networlith other metrics for calculating the set of available esut
While historical measurements can give an indication abawt a destination. Propagation delay is selected here becaus
the expected long-term traffic pattern, it is well known thage want to minimize the latency experienced by traffic, and
Internet traffic exhibits significant variation over a widnge because it is a stable property of the network that does not
of timescales. Recent developments such as overlay netwodhange with input load. The routes used to reach a destina-
peer-to-peer applications and Intelligent Route Contraken tion are selected based on the announced propagation delays
it even harder to get accurate TM estimates. Homeostasis igheough each neighbor in the following way. Each router
“nonparametric” routing mechanism, in the sense that itsdogdvertises a minimum delay;(¢) to reach a destination.

not require a TM estimate. This delay is calculated as

In the rest of this paper, we introduce Homeostasis Routing,
present its route selection and load balancing algorittand, 0, if i =¢
evaluate its robustness and performance (in terms of deldy a i(t) = {mmvj(dj (t) +d(i, j)), otherwise

network cost) with flow-level simulations. The main focus of
this paper is on the objectives, key ideas and algorithms ofwhere j is a neighbor ofi, andd(i, j) is the propagation
Homeostasis Routing. We defer a more detailed evaluatidalay of link (i, 7). Traffic can never be sent to a neighbor with
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a higher distance to. We say that a neighbgr is afeasible
next-hopfor node: with respect to destinatiohif node ¢ can
send traffic bound fot through; without creating a loop. We
denote this relationshifi — j);. Nodej is always a feasible
next-hop if it has a lower distance tod;(t) < d;(t) = (i —
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delay. The motivation for limiting the number of next-hops

to K is two-fold. First, we want to limit the amount of state_
information stored in the (expensive) memory used in FIBgi'ff’('e
Second, we want to avoid using routes with very long delays.
The strategy of communicating the minimum delay to the

destination is similar to the approaches used by multipaffith the higher ID. In thedestination-basestrategy, we break
distance vector protocols like DASM [29] and MDVA [23].tjes in favor of the node with the higher node ID for some
but we _dn‘fer by not installing all feasible next-hops in thf{even numbered) destinations, and the opposite for otfuzt (o
forwarding table. . _ numbered) destinations. In tdegree-basestrategy, we break

A node will not always achievé feasible next-nops to ties in favor of the node with the lowest node degtee.
all destinations, even KK physical paths exist. In particular, - the three tie-breaking strategies were tested in the POP-
this will always be the case for thelosestneighbor to the 6| Tiscali, Sprint and Level3 networksiith different link
destination/egress node in the network. Since all otheesoqjday granularities. By a granularity of seconds, we mean
(except the destination itself) have a longer distance & th, approach where all links with a delay frato = seconds

destination, the closest neighbor can never have more tf}ﬁg a weight ofl, links with delayz to 2 get a weight 2 etc.

one feasible next-hop. These tests show that the degree-based tie breaking strateg
We denote byk; () the number of loop-free next-hops fore,nsistently gives a lower number of instances whete) =
destination that a nodei is actually able to install in its | Ths js not unexpected, since high-degree nodes will often
FIB under a given routingk; (¢) is limited either byK, or e 5 higher number of feasible next-hops for a destination
by the number of feasible next-hopsan achieve fot in the 54 are not dependent on “luck” with the tie-breaker to achie
topology. In order to increase robustness, we want to maMirq e diversity. Our tests also show that a coarser graityilar
the number of instances whekg(t) = 1. gives an improved path diversity. Setting the delay granityla
to 3-ms seems to be a good trade off which gives a low fraction
of instances wherg; (t) = 1, while it is low enough to clearly
prefer short links over long ones. In the rest of this paper, w
use the degree-based tie-breaker, and measure link deidys w
'‘a 3-ms granularity.
Figure 1 shows a CDF for the number of feasible next-
hops achieved for all source-destination pairs for the ROB}
the choice of tie-breaker is important for avoiding situaB', Tiscali, ITeveI3 and Sprint network.s.. We see that there igarcl
connection between the connectivity of the networks and the

wherek;(t) = 1. . . path diversity achieved at each node. In the well-connected
We make two observations with respect to the use of tig- .
. : . . evel3 network, some nodes potentially have a large number

breakers. First, there is a connection between the gratyular

{:)P]E loop-free next-hops for some destinations. Depending on
. . . : . .The value of the parametd€, many of these potential next-
W.Ith which t_he t|.e-breaker 'S appl!ed. A coarser granu}arlthops will not be installed in the FIB. Next, we observe that
gives more situations where two neighbors have the exaa sallihe Tiscali and Level3 networks. we achiewgt) > 1 for

distance o a de_.\stlnatlon, and must rel_y on the t|e-breakae60ut 95% of node pairs. In the Sprint network, which has
to determine which node can send traffic through the Oth%r'si nificantly sparser topology, we see tiatt) — 1 for a
Second, increased use of the tie-breaker normally de@ease 9 y SP pology, -

the number of situations where (t) = 1. This is because s_omewhat hlgher_fr_actlon of node pairs. This 'S not sumpgsi
an increasing number of ties can only be positive for nodas o the connectivity of the network topology is importit
with k(t) = 1, since they can end up with additional feasibls e degree of multipath routing achieved in any destination

next-hops.

We test the performance of three different tie-breakin 2The information needed to calculate this is readily avéslaip a link
SQate protocol is used to convey topology information. Vdittistance-vector

strategies that are used in Situatio_ns _Whé{(%) = dj(t).  protocol, each node must inform its direct neighbors absunode degree.
In the node-ID strategy, we break ties in favor of the node 3More information about the network topologies is given ie tippendix.

1. Number of next hops achieved for all source-destinapairs in
rent networks.

B. Increasing path diversity

One way to decrease the number of situations whgig =
1 is to include neighboy in the set of feasible next-hops for
nodei whend;(t) = d;(t) in some situations. To avoid loops
we then need a tie-breaker that givestdact total order of
the nodes with respect tg so that(i — j): = (j - i)
and (i — j)¢ AN (j — k)r = (i — k);. As we shall see



gm, ::L”Z;’éi Link Capacities metric for cal_culating next-hops. We also observ_e thgtether
£ 0] +- Link Delay (3 ms rounding is a large variance between different source-destinatérsp

g o] oe Link Delay (raw delays) as indicated by the wide confidence intervals. The use of 3-
@ so R ms delay granularities does not significantly increase thg m
R - path stretch compared to using raw delays. Note that the path
gjjj Attt stretch plotted in Fig. 2 will only be experienced if therst

S Tz possible choicevith respect to propagation delay is made at

: each single routeon the path from a source to a destination,
’ 1Max?mur% nulfnberBOf nﬁext ﬁopsBaIIO\S;vedl(DK) " which is un”kely to occur in practice.

Ill. L OAD ADAPTATION

Fig. 2. Maximum possible path stretch given by the routinggraged over . .
all source-destination pairs, for the Sprint network. The selection of next-hops described above does not depend

on the load in the network, and only changes in response to
topology changes. In our approach, all load adaptationstake
based routing. place by adjusting the amount of traffic a router sends to each
Note that even if there are some cases whg(¢) = 1, feasible next-hop. Here, we describe how this load balarisin
so that a node can only use a single next-hop to reachperformed. The load balancing method is designed to mi@miz
destinationt, there are usually few links for whicho traffic delays under normal load, react to congestion based on local
can be diverted to another link in case of congestion. Censidnformation only, and avoid reordering of packets beloggin
a situation where a node can only reach a destinattbrough to the same (TCP) flow.
link I. However, another destinatighthat is reached through The assignment of traffic is done solely based on a router’s
[ can also be reached through an alternative linklence, we local view of the load situation in the network. Routers do
are still able to avoid congestion on liikkby diverting some not distribute any information about their load to othertesa
of the traffic destined fot’ to I’. The method used to assignin the network. Hence, our approach requires no additional
traffic to different next-hops is the subject of the next gect signaling, and can work directly with any existing routing
) protocol.
C. Propagation delays
We look at the propagation delay when we allow routing- Load balancing objective
over K loop-free paths as described in this section. We Importantly, the feasible next-hops towards a destination
look at the delays when link weights are equal to the rawvare not treated equally by our load balancing mechanism.
propagation delays, and when they are equal to propagatinstead, they areanked according to their propagation delays
delays measured with a 3-ms granularity. For reference, Whe basic idea is that we want to use the shortest path next-
also include results when all links have unit weights, an@mvh hop as long as the utilization of this link stays below a darta
links have weights equal to the inverse of their capacity (whreshold, which we call thepilloverThreshold). Only when
explain how link capacities are determined in the appemixthe utilization of the shortest path next-hop exceédsvill
Figure 2 shows the upper bound on tpath stretchin traffic bound fort be sent on the second shortest path. When
the Sprint network with the different routing schemes, ahe secondary next-hop also exceeds this threshold, we will
a function of K. The path stretch is the ratio between thetart using the third shortest path, and so on until thezatilon
propagation delay of a given path, and the propagation delafy all available paths reach. If two or more routes have
of the shortest path between the two endpoints. We calculdte same delay, we adopt a min-max load balancing strategy
the path stretch of the longest valid route that can be takenchoose among them, where new flows are assigned to the
for each source-destination pair in the network, and shaw tbut-link with the least utilization. We also use the min-max
average value over all source-destination pairs. The oartistrategy if all feasible next-hops are abdke
bars indicate the 95% confidence interval for the average. The reasoning behind this strategy is that up to a certain
As one could expect, routing based on link delays hasudlization threshold, the queuing delay of a link is neddlg.
significantly smaller worst-case path stretch than thedmmt When utilization exceeds this threshold, queues might star
or inverse capacity weight settings. This difference iases build up. We aim to avoid the unpredictability of queuing and
when we move from single-pathK( = 1) to multi-path congestion, and thus we prefer congestion-free feasibteé ne
(K > 1) routing, motivating our use of delay as the maimops, even if that means increased propagation delays.
Note thatd can be set differently for each link, depending
*For the Sprint network, the high number is caused mainly kyfdot that o the fink capacity. The selection éfwill depend on the
there are only two trans-atlantic links. Some nodes canhreasignificant . . S
fraction of the network through only one of these. capacity of the link. In a low capacity link, a sudden burst of
5Note that we do not look at any link weight settings producgdéuristics  traffic can cause queuing delays even if the averaged tiiiza
like the one presented in [8] for two reasons - they are noigdes to work stays well below 70-80%. In a high capacity link on the other
with multipath routing, and they are tuned to work with a jgatar expected - . . . .
hand, statistical multiplexing allows us to run a link at gher

input TM. Here we focus on multipath routing, and methods rehie routing I < .
is based on physical properties rather than an expectdit tpafttern. utilization before queuing delays start to accumulate.



B. TCP awareness plane, i.e., by load-balancing between a stable set oflfeasi

Splitting traffic belonging to a single TCP flow over severdl€xt-hops. This way we clearly avoid control plane instabil
paths can lead to packet reordering, which can trigger TGS Addltlonglly,_ the pinning of flows to fixed routes avsid
slow-start with its adverse impact on performance. To avoftpW-level oscillations. o
this, we need a mechanism that makes sure that packetslomeostasis does not, however, guarantee stability in the
belonging to the same TCP flow is forwarded along the sarflata plane. It is possible to construct traffic scenariosrevhe
path. cyclic dependencies between the links in the network wétle

The most straightforward way of preventing reordering & fluctuations in Ilnklloa.ds even with a constant input TM.
to hash the packet header directly to the correct out-linRUch data plane oscillations cannot be avoided with a local
This way, traffic within the same TCP flow will always selectoad balancing scheme like ours. We argue, however, that thi
the same next-hop. Such an approach works fine as IoWB? of instability is less |mportant|n _prachce, since thput
as the splitting ratio between the available next-hopssstaljaffic changes on short timescales in anyway as a result of
(relatively) constant. In our routing scheme, we want to @@r_latmns in the TM, caused by variations in flow sizes, flow
able to dynamically adjust the splitting ratio between th@ffival rates, and flow throughputs.
selected next-hops on short timescales, based on the turggnperformance of the load balancing

load situation. The direct hashing approach is thereforte no Unlike previous proposals [6], [7], [12] our load-balargin

suitable, . . is performed at each router based on local information only.
In our approach, trafﬁ_c is assigned to a next-hop on tbﬁﬂs has the advantage of avoiding a large signaling ovelhea
granularity of flows defined by thessrcl P, qut IP, but is limited by not knowing the load situation of the entire
srcport, degt Port, prot ocol > 5-tuple in the 1P oy 15 the gestination. For example, a node experiencing
header. We maintain a cache where the hash value of a pa er‘Jfgestion on one of its links has no way of signaling to

header is mapped to the correct OUt'“n.k' Once a flow j upstream neighbors so that the incoming traffic can be
mapped to a next-hop, all packets belonging to that flow w duced. Hence, there is a risk of making decisions at one

be sen_t over the given link. The ]oad balancing is perform% de that can have adverse consequences at a downstream
by assigningnew TCP flows (previously unseen hash Valuesﬁode. However, in a well provisioned network where each

to the currently preferred out-link as determined by thedlog, 4, individually selects from a set of feasible next-hdps
balanc_ing obj_ective. This extra level of indirectipn gives a chance that all or most nodes make a bad decisionat thelsame
more 1_‘|ne.-g_ra|ned control of the.next-hop selection, at gst ¢ time is small. As we shall see in the evaluations, Homeastasi
of malntammg some soft-state in the. routers. Modern mtecan successfully avoid congestion by spreading traffic oremo
have extensive support for performing per-flow operation aths. This emphasizes the importance of achieving several
and maintaining the necessary state to maintain ConSiStgéHsible next-hops at each router.

forwa_rding for a ﬂOV\.’ is not p_rohibitive i_n most cases [4]. Bot We compare the performance of our load balancing method
that since the goal is to avoid reordering, an entry in th_e .flo% that of four other load balancing strategies. With alldoa
cache can be deleted after a very short period of 'naCt'V'ty'baIancing strategies, each router selects U te 4 next-hops

C. Stability considerations for each destination, using link delays measured with a 3-ms
ranularity as the weight metric as explained in Sec. Il. The

Stability is a major issue in any load-adaptive routin X ) . . . ;
etails of the evaluation setup is described in the apperitiie

protocol. However, the phrase has different meanings in d X .
ferent contexts. Network operators often speak of stghitiit [0/lowing load balancing schemes are chosen because teey ar
the context of routing oscillations in the control plane. Aljpcal adaptation schemes that determine the amount of traffic

instability event would typically mean a situation where 1o be sent through each next-hop without communicating with

route flaps between two different links. In the TE Iiteraturé)ther nodes:
stability is often defined as a situation where the amount BEEFT-LB. This scheme assigns flows to a next-hop with a
traffic on each link converges asymptotically to a steadyeal Probability that decreases exponentially with the extrayta
under constant traffic input. This puts the focus on dataeplaff the path compared to the shortest path, as described in
stability. In the context of Intelligent Route Control, thecus  [27]. Here, the relative amount of traffic sent through fbkesi
has been on the “self load effect”, meaning that a flow cdieXt-hop; is e™*, wherez > 0 is the difference in distance
oscillate between paths because the system does not condfif@ugh; and the shortest possible route. Note that we do not
the effect of that flow on the underlying path [10]. This is agompare with the complete DEFT scheme, which also involves
example of control plane instability, coupled with datargla @n optimized link weight setting based on a TM estimate. We
instability. only compare the Homeostasis load balancer with their local
Our focus is on control plane stability. Different fromload-balancing rule.
several previous methods, we do not adapt routes basedEd@RP style. This scheme assigns flows to next-hops with
load changes, which can result in instabilities both in thee probability that is inversely proportional to the distanc
control plane and the data plane [25]. Instead, we prefel-loahrough each feasible next-hop, as described in the config-
insensitive routing, and perform adaptation at the forwayd uration documentation for the EIGRP routing protocol [5]. |
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d; maz(t) denotes the distance tothrough the feasible next-
hop representing thiengestroute, then each feasible next-hop
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We use a cost functio® to describe the cost associated
with routing a certain traffic demand through the netwabk.
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based on its utilization, so that heavily loaded links getiecim Relative Input Load

higher cost than lightly loaded links. We adopt the commonly

used cost function introduced in [8] Fig. 5. Average path stretch for all simulated flows in theifgpnetwork.

Figure 3 shows the average network cdstin the Tis-
cali network over two hours of simulated time for different
load balancing methods. For each routing scheme, we kagpen more traffic is sent over non-shortest paths.
increasing the input load as long as the input traffic can beWe also look at the impact of routing (i.e., the link weight
successfully routed, meaning that less than 1% of the flowstting) on the experienced path stretch. Figure 5 shows the
are dropped because of congestion (see appendix). We seealarage path stretch experienced by all simulated flowsdn th
the Homeostasis and Least Loaded schemes are able to r&jent network for different link weight settings, usilig = 4.

a much higher traffic demand than the other load balancifrgr all weight settings, we use the Homeostasis load balgnci
schemes. However, Homeostasis routes the same amounsabfeme, and we keep increasing the input load until 1% of the
traffic at a lower cost, since it seeks to minimize delays arl@ws cannot be routed. Note that link capacities are seta th
hence normally uses fewer links. These two schemes aRlbweight setting strategies are able to route approxiinéte
performed the best in similar experiments in the Sprint arf@me amount of traffic.

Level3 networks. This shows that exploiting local inforinat ~ We observe that the actual path stretch in the network is
about the current load situation when assigning flows toveell below the upper bounds reported in Fig. 2. Using delay
feasible next-hop can significantly increase the capaditgt o as a link weight metric results in much lower delays than the
network with multi-path routing. The EqualSplit schemeegiv Inverse Capacity link weight setting, which focuses mainy
very poor performance, since it unnecessarily sends tkaféic minimizing link utilization®

potentially long paths even when these are congested. The

same is to a lesser extent true for tBEGRP-like scheme, IV. ROBUSTNESS EVALUATION

which gives lower performance thddEFT-LB.

Figure 4 shows the average path stretch experienced by{
flows in the same network. The Homeostasis scheme giv .
a significantly smaller path stretch than the other schemgjsethOd'. we develop a novel way qf evaluating robustness, by
due to its ability to use the shortest path as long as thqgﬂculatlng the fraction of TMs of different classes than &

is lightly loaded. This difference is consistent over allr Ousuccessfully routed in a network, and by showing results for
bé)th network cost and path stretch.

three networks, and becomes even more significant if w
consider themaximumpath stretch experienced by any flow - . . .
For the Inverse Capacity link weight setting, we see a deeréa path

in our Simlj'lations (no_t Shown)' T_he path St_retch with th&retch at high input load. This happens when the high-dgplicks exceed
Homeostasis scheme increases slightly for high input loadsand traffic is diverted to (shorter) low-capacity routes.

hé-n this section, we evaluate the robustness of Homeostasis,
gusing mainly on the performance of the load balancing



Gaussian Hot-src Hot-sink Link fail
H 27%+12% | 67%+17% | 60%+18% | 75%+10%

A. Deviations from expected operating conditions

We look at four different challenges to network perfor- | .= :5'- 73"/80512% 83"/8*0514% 70‘Vgot17% 83%+9%
mance. Three of them are related to variations in the input 3 00/2 002 002 802
traffic, while the fourth relates to topological variatiofsrst, " IrEs 0% 0% 0% 0%
we look atGaussian variation#n the TM. In these scenarios, H 100% 97%6% | 97%+6% | 91%+7%
we draw each element in the TM from a normal distribution | = :5" 96%%25% 880/510:/011% 790/30'[/014% 660%5/012%
N(u,0?), wherey is the corresponding value from the base & [E 0% 0% 0% 0%

TM, and the variance? = apu. « is known as thepeakedness ES 0% 0% 0% 0%

. B " . ) 0, 0, 0, 0,
of the traffic, and is set to 1_ in our experiments [20]. Second, . ['L 6301/281/5% 8301/281/"1% éﬁ/ﬁtﬁﬁ% 77{,9&2’%
we look athot-sourcescenarios, where all TM elements from | § ™ 0% 0% 0% 0%
a single sources are doubled, while all other elements are E El 0% 0% 0% 0%
left unchanged. Such situations could for example be caused ES 0% 0% 0% 0%
by a failure in a neighboring AS, which causes traffic to be TABLE |
rerouted and enter the network at an unusual ingress node, or FRACTION OF ROUTABLETMS
by a sudden increase in the popularity of some content. Third
we look at correspondingot-sink scenarios, where all TM
entries with a given destinationare doubled. This situation
might also be triggered by external failures, or by a sudden
increase in demand at a certain location. Finally, we look at
performance (after rerouting) in single link failure sceas. In o kK- ¥x_Homeostasis
each class of deviations, we measure the fraction of saenari = P + ++ EeEaFS;_LLfglded
that can be successfully routed, and the dosind the average ég:ﬁ: T + on EIGRP Syl
path stretch for each of these scenarios. Boed || g o Equal Spit

4= 0.5-] F |
B. Operating range éw— o
We first look at the diversity in the traffic input that each §§i R {

load balancing method can successfully route. Table | shows o L “‘f\h
the fraction of TMs where more than 99% of flows could be T 82 de %s ba 1 12 e e 1 2

0.6 0.8 1 1.2

routed for the Tiscali (T), Sprint (S) and Level3 (L) netwsrk Relative input load

and 4 different classes of TM variations. We also indicate

the 95% confidence intervals for the fractions. We look at 50g- 6- Fraction of routable TMs with Gaussian variationstiie Sprint
. . .. network for increasing input load.

random TMs with Gaussian variations. For the other clases 0

variations, we run one simulation for each possible hotsmu

hot-sink and single-link failure scenario. The input loadhw

the base TM is the same for all load balancing schemes, & TM (top) or topology (bottom). The input load is set
is set high enough that the differences become clear. At thfs the highest value. that all load balancing Sc_hemes could
input load, only the Homeostasis (H) and the Least Loadéaccessfully route with the default TM. Marks in the lower
(LL) load balancing strategies are able to route any of thatin left corner indicate _good performance (low d?'aY and low
TMs, with the Homeostasis scheme having the highest succ&8St): While marks in the upper right corner indicate poor
rate in two of the three networks. These results emphasize Bf'formance (high delay and high cosy).
benefits of adaptive load balancing for handling a much wider Ve observe that Homeostasis consistently outperforms othe
range of traffic inputs. load balancing strategies. It has the lowest delay and the
Figure 6 shows the fraction of routable TMs with GaussidfWest cost in all networks and for all types of TM variations
variations in the Sprint network, as a function of incregsinh€ relative differences in cost and delay vary between the
input load. We observe that the fraction of routable TMs groghree networks we look at. The difference between the load
rapidly from 100% to O when the load exceeds a certaffflancing schemes is smaller in the sparse Sprint topology,
critical point. That critical load is signifcantly higher ith where the number of available paths is smaller. This indiat

Homeostasis (and Least Loaded) than with the other schenfbdt the advantage of the Homeostasis load balancing agiproa
is stronger when routing and the underlying topology allow
C. Robust performance more path diversity.

Next, we assess the quality of routing for TMs that can The trends seen here are consistent also for the hot-source
be successfully routed, using network cost and propagatiand hot-sink TM variations. We have also run simulations
delay as metrics. Figure 7 shows the performance of differeat the higher input load used in Tab. I, where only the
load balancing schemes with Gaussian variations in the TiNbmeostasis and Least Loaded schemes can successfully rout
(top) and single-link failures (bottom). Results are shdan any TMs. Those simulations show similar differences in the
the Tiscali, Sprint and Level3 networks. Each mark reprisseperformance of these two schemes.
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Fig. 7. Cost vs path stretch with Gaussian variations in the(@p) and single-link failures (bottom). Tiscali (leftjprint (middle) and Level3 (right)

V. RELATED WORK many others. Common for these methods is that they seek to
) o _optimize performance based on a given expected traffic matri
The related work in routing is vast, and we cannot givgpey are static in their nature, and cannot deal with cofmest

an extensive overview here. We refer the reader to [3], whighye s that take place in a timescale from few seconds to few
gives a good overview of the TE and load-adaptive routingy rs

efforts up to 2001, and [15] which gives an overview of the

entire routing “landscape”. The challenges in using estimated TMs for traffic engi-
Several existing and proposed routing protocols are daeering was discussed in [20]. Because of such challenges,

signed to use unequal-cost paths to a destination. An appr§'k has been done to develablivious routing schemes

imation to minimum-delay routing is presented in [22]. As ijhat perform well under any traffic input [2], or routing that

our method, DASM [29] and MDVA [23] determine the sepalances worst case and average perfqrmance for a set of

of feasible next-hops based on the minimum distance througMS [24], [30]. Similar to us, their goal is to be robust to

each neighbor. They do not use a valieo restrict the num- vgrlat|on§ in th.e |nput.tr<'?1ff|c_. Howeyer, these method_s aliteq

ber of next-hops, but instead install neighbors announcing différent in using optimization to find the best (static) tes

a lower distance to the destination in the forwarding tabl@nd traffic split ratios. These optimizations involve solyLP

EIGRP [1] selects as next-hops the neighbors with a distarf@§mulations with a large number of constraints and vagapl

to the destination that is no longer than the shortest patbgi @nd must be redone when the topology changes. The focus

a variance factor. None of these protocols consider theeis®' robustness to traffic variations involve a tradeoff where

of increased delays with multipath routing, and they do n@€rformance (in terms of delay) under light traffic loads is

address how load should be split over the available nexghopcrificed. Also, these methods require explicit routing.(e
Early routing protocols [13], [14] adapted to load variago MPLS) t0 give good performance, where a central entity

by dynamically changing the link weights used to compuféec'des the spllt_rat|os in eac_h router. In this work, we do

shortest paths. This approach was later shown to be unstdiie Pase our routing on an estimate of the TM, and we adapt

and to give poor performance [25], and was mostly abandonf@gShort-term traffic dynamics by adjusting the load balagci

in later protocols. In this work, we do not alter link weightP€Ween the available paths.

or select new paths, but adapt to traffic variations by agsign  Similar to our approach, so-called-line traffic engineering

new flows to the next-hop selected by our load-balancimgethods [6], [7], [12] aim to dynamically split traffic betese

algorithm. several available paths. These methods are also depemilent o
Much work has been done in the area of traffic engineeringxplicit path routing in order to set up unequal-cost paths t

where the goal is to optimize the amount of traffic that camach destination. While our method adjusts the load-baignc

be routed with the available resources. Popular approaclhesed only on a local view of the load situation, these method

include the use of MPLS tunnels [26], and various methods fase probes or feedback from routers to assess the quality of

OSPF/IS-IS link weight tuning; [8], [9], [21], [27], [28] ah the end-to-end path, incurring significant signalling dwesd.



The strategy of load-balancing based on local load infor- POPs | Links | Link delays |enAgtgh Qﬁg}ps)
mationhas been studied (and implemented) in circuit-$weitic Tiscall | 29 73 01-89ms 1.87
networks [11], [16]. Both the circuit-switched context aine Sprint | 32 64 | 0.1-42.0ms 3.04
selection of alternate routes makes this method diffenemn f Level3 | 46 | 268 | 03-385ms 1.93
ours. TABLE I

VI. CONCLUSIONS ROCKETFUEL TOPOLOGIES

We have presented Homeostasis Routing as a method
for robust, multi-path, load-responsive routing. The goél
Homeostasis Routing is to provide low-delay, congestiee;f In our work, we prune all nodes with degree one from the
load-responsive routes even under sudden topologicabesantopologies. The resulting topologies are listed in TabTHe
and significant traffic matrix variations. This is achieveyl baverage path lengths refer to shortest path routing with uni
installing multiple routes to each destination in the foriag  link weights. We note that the Level 3 network is much more
tables, and intelligently assigning flows to these based densely connected than the other networks. Sprint has tise mo
the local view of the load situation. Routes with a shortegparse topology, and in particular has only two trans-tilan
propagation delay are preferred as long as the networkliisks connecting the two halves of the network.
lightly loaded, and more routes are gradually phased in asFor each topology, we create a base TM describing the long-
the load increases. term expected traffic from each source to each destination
The proposed method has been evaluated using flow-leelthe network. The TM is generated by using a simplified
simulations in three POP-level ISP topologies. The evaduat gravity model as described in [19]. Each node in the network
demonstrate the potential benefits of our method with résp@ggiven a weight corresponding to the population of the nrba
to handling a wider range of traffic and topology changegegion that it representsThe relative traffic demand between
Homeostasis, as any other routing or TE scheme, cannot t@lo nodes is then determined by the product of the weight of
ways avoid congestion because it cannot "create capadity” ahe two nodes. Each traffic matrix element is then multiplied
it cannot do admission control. We have illustrated howevey a load scaling factor to determine the absolute amount
that Homeostasis can route larger traffic volumes beforegt traffic between the two nodes. While this model does not
reaches the saturation point in which congestion appearsnigcessarily give the same traffic pattern that is observékin
some links. real networks (it does not consider that some nodes function
Important steps in our future work will be to furtheras gateways to other networks, giving a higher weight than
evaluate Homeostasis Routing using packet-level sinaulati the population alone would indicate), it gives a traffic pait
and a prototype implementation that can capture the eftéctsthat can intuitively be related to real-world metrics.
transport layer congestion control. Plans for future wddoa  The real-world capacities of the links in our networks are
include methods that increase the number of routes availa@bt publicly available. In our model, a link can have three
at each router. distinct capacities; 100 Mbps, 400 Mbps or 1600 Mbps.
These numbers capture how bandwidth is typically available
distinct quantities, and they are large enough comparekleto t
In this appendix, we describe the evaluation setup usedifitensity of individual flows to allow for a significant degref
our simulations. The simulations are on the flow level. Thigwltiplexing. To assign link capacities, we start by assign
allows us to perform a large number of simulations in reilistthe lowest link capacity to all links. We then calculate the
networks with many possible TMs and topological changes.(ltilization of all links with our base TM, using shortest pat
does not, however, allow us to investigate the effects afstra routing with three different link weights: the inverse ofeth
port layer congestion control or different queuing methodgnk capacity, the propagation delay, and unit link weigfttsp
Packet-level simulations and a prototype implementati@n acount routing). We identify the link with the highest utiion,
important next steps that we plan to pursue in future work.and increase the capacity of this link, if it does not already
. ' : have the maximum capacity. We repeat this process until we
A. Topologies and traffic matrix achieve a realistic mixpof hi)g/gh- med?um- and FI)ow capacities.
We perform our tests on three selected topologies based
on existing (inferred) ISP networks. These are the POR-lel& Dynamic input traffic
Tiscali Europe, Sprint and Level3 networks as of 2001, takenyye mode| flow arrivals as a global Poisson process, and
from the Rocketfuel project website [18]. This source givege control the input load in our simulation by varying the
us the connectivity of the topology, and an estimate of thg. o rival time of this Poisson process.
propagation delays of the links. For our purposes, we arg on The size of a flow is drawn from a truncated Pareto

interested in bi-connected .network graphs, since we eXPGiribution with a scaling parameter 1.3. The minimum flow
that all ISP networks are bi-connected for reliability @

The Rocketfuel topologies also contain some single-caeec  7pqjation numbers are taken from
nodes, probably due to difficulties in detecting backupdinkht t p: // www. ci t ypopul ati on. de/

APPENDIX



size is 8 MB, while the max flow size is 8 GB. Thate [4]
of the flow can take three distinct values - 0.5 Mbps with d5]
probability of 30%, 1 Mbps with a probability of 60%, and [6
10 Mbps with a probability of 10%. These values give flow
durations ranging from a minimum of 6.4s to a theoretical
maximum of more than 35 hours. Our parameter settings aM
based on the analysis of a packet trace presented in [17]. By
focusing on these flow sizes and intensities, we capture afiost [8]
the traffic observed in the Internet, while disregardingrgda
number of small, short-lived flows that do not contribute muc [9]
to the total traffic. Finally, each flow is randomly assigned t

a source-destination pair based on the probabilities giwen [10]
the TM.

C. Performing an experiment (11]

For each scenario defined by a topology, a routing and load
balancing method, a TM and a load scale factor, we simuldi@l
two hours worth of traffic in the network. Because heavyetil
flow size distributions have difficult convergence propesti [13]
we describe in detail how we perform our measurements.

For a given scenario, we first let the simulation run for G4l
time period until the initial transient is over, i.e., at thad
of the initial increasing trend in the number of active flowd1]
After every interval of 1s, we calculate the current cést [16]
in the network. We also maintain a smoothed version of the
cost®; = 0.999 @, _, +0.001 * &,. We definet,, the time
when the initial transient period ends, as the time whign-
®, 1000 < €|. In our experiments, we use = 0.001. The
spilloverThreshold is set to 0.7.

After time ty, we run the simulation for a fixed duration
of 2 hours. This period is more than long enough for theo]
average cosf,,, to stabilize, at least for all simulations we
have run. In every sampling interval of 1 second, we measure
the utilization of each link in the network, and calculate th
network cost®,. For every flow that is routed, we measuré?ll
the path stretch experienced by the flow. 122]

With this kind of simulation, we are not able to model
what happens when the offered load exceeds the capacityl%st
the network. If routing a flow through the network results iy
higher load than the capacity on a link, we completely remove
this flow from the simulation, and continue to route the ne?s]
flow. We count such "flow removals” as failures of a give
routing/load balancing scheme to handle the offered loasl. W
say that a given scenario can baccessfully routedf less [26]
than 1% of flows are removed in this manner. The fractiqhy
of successfully routed scenarios under different chaeno
normal operations is one of our performance metrics.

(18]
[19]

[28]
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