
The 2nd International NorNet Users Workshop (NNUW-2), Simula, Oslo, August 28-29, 2014

Using MPTCP to Reduce Latency for 
Cloud Based Mobile Applications

Karl-Johan Grinnemo 
Associate Senior Lecturer, Karlstad University



Purpose
• Study and evaluate the use of MPTCP to reduce 

latency for cloud-based mobile applications 

• Considered factors: 

• Traffic type 

• Round-trip time (RTT) 

• Packet loss
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Overview of MPTCP
• MPTCP is a set of extensions to standard TCP that enables 

a single data flow to be separated and carried across 
multiple connections 

• Realize resource pooling 

• Three main goals: 

1. Improve throughput 

2. Do not harm 

3. Balance congestion
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Operation of MPTCP
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MPTCP Schedulers
• Two tasks: select subflow, select segment 

• Shortest-RTT-First: send segments on the subflow 
with shortest RTT, then on the subflow with the next 
shortest RTT etc. Select segments in FIFO order. 

• Round-Robin: send segments on each available 
subflow in round-robin order. Select segments in 
FIFO order. 
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Related Work
• Barré et al. studied impact of RTT asymmetry and packet loss on 

throughput performance 

• Chen, Nguyen, Paasch, Raiciu et al. used MPTCP for multihomed 3G/
4G/WiFI connections 

• Cao, Walid et al. have considered congestion control schemes that 
provide a better tradeoff between throughput and throughput 
responsiveness 

• Raiciu et al have proposed ”Retransmission and Penalization” for 
mitigating the effects of HoLB 

• Ferlin-Oliviera, Paasch, Dreibholz et al. have studied ways to manage 
bufferbloat, e.g., ”Multipath Transport Bufferbloat Mitigation” (MPT-BM)
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Experiment Setup
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TABLE I

LINUX KERNEL SETTINGS

Kernel Parameter TCP MPTCP
net.core.wmem_max 104857600
net.core.rmem_max 104857600
net.ipv4.tcp_congestion_control cubic coupled
net.ipv4.tcp_wmem 4096 87380 104857600
net.ipv4.tcp_rmem 4096 87380 104857600
net.mptcp.mptcp_enabled 0 1
net.mptcp.mptcp_debug N/A 0
net.mptcp.mptcp_checksum N/A 1
net.mptcp.mptcp_path_manager N/A fullmesh
net.mptcp.mptcp_syn_retries N/A 3

TABLE II
PATH SETTINGS

Parameter Values
Bandwidth 100 Mbps
RTT 10 ms, 40 ms, 100 ms, 200 ms, 400 ms
Packet-loss rate 0%, 2%, 4%

buffer shortage. The relevant TCP and MPTCP settings are listed in
Table ??.

IV. LATENCY OVER LOSS-FREE PATHS

As a first step, we evaluated the latency experienced during loss-
free conditions. The bar graphs in Figure ?? show the mean of
the average packet latencies in the symmetrical-path tests, i.e., the
tests with the same RTTs on both network paths; the error bars
in the graphs illustrate the 95% confidence intervals. We observe a
significant reduction in packet latency with MPTCP for both Netflix
and Google Maps traffic. In fact, for the Netflix traffic, the reduction
was more than 25% for all considered RTTs, and for several RTTs
the reduction was well over 40%. However, the Google Docs traffic
did not experience any reduction in packet latency with MPTCP. The
reason to this was that the Google Docs traffic comprised sparsely
generated packets and was unable to utilize the extra network path
provided by MPTCP. Thus, in sum, it seems that over symmetrical
paths the reduction in packet latency of using MPTCP roughly
correlates with the traffic intensity: larger packet latency reduction
with MPTCP for higher-intensity traffic than for lower-intensity ditto.

The results from the asymmetrical-path tests are shown in Fig-
ure ??. As follows, a longer RTT on Path #2 significantly increased
the experienced packet latency for Netflix and Google Maps traffic
over MPTCP, but did not have any substantial impact on the Google
Docs traffic. The result was an effect of the packet scheduler policy
employed by MPTCP: shortest-RTT-first. Particularly, in the Google
Docs tests almost all traffic could be scheduled for transmission over
the path with the shortest RTT, Path #1, however, in the Netflix and
Google Maps tests, more traffic was generated per transmission round
than could be permitted transmission by the the Path #1 congestion
window, and thus traffic had to be scheduled over Path #2, despite
its much longer RTT.

V. LATENCY OVER LOSSY PATHS

First, let us consider the tests with the same RTTs on both paths.
The bar graphs in Figures ??, ?? and ?? summarize the results
from these tests. As could be expected, when Path #2 was loss
free, the gain in reduced packet latency of using MPTCP increased
with increasing packet-loss rate on Path #1, and also became larger
with longer RTTs. However, the trend was more pronounced for

Netflix and Google Maps traffic than for Google Docs traffic. TODO:
Explanation missing. We also observe that packet loss on Path #2,
with no packet loss on Path #1, only to a limited extent increased the
packet latency experienced with MPTCP. In fact, Netflix traffic saw
substantial reductions in packet latency with MPTCP even in many
of the tests with 4% packet loss on Path #2. The reason to this was
a combination of us using a large receive buffer, and that we had
enough available bandwidth on Path #1 to transmit almost all traffic
on that path. Lastly, we note that in the tests with packet loss on
both paths, MPTCP still many times offered significant reductions in
packet latency for both Netflix and Google Maps traffic, and in many
cases also for the Google Docs traffic.

Next, let us consider the tests with a relatively short RTT on Path #1
(10 ms) and a longer RTT on Path #2. The results from these tests are
shown in Figures ??, ?? and ??. Clearly, asymmetries in RTT between
the paths had a larger impact on the MPTCP latency performance
than the studied packet-loss rates. Notably, in the tests with an RTT
of 100 ms on Path #2, i.e., a 90-ms difference in RTT between the
two paths, a 4% packet-loss rate on Path #1 did not increase the
packet latency experienced with standard TCP enough to become
worse than the one experienced with MPTCP. Still, in the tests with
an RTT of 40 ms on Path #2, i.e., a 30-ms difference in RTT between
the paths, the Netflix traffic experienced a reduction in packet latency
with MPTCP, provided that there was not packet loss on both paths.
When there was packet loss on both paths, the estimated RTT of Path
#2 – estimated by MPTCP on the Server side – was much longer than
the estimated RTT of Path #1. As a result, the majority of the Netflix
traffic was sent on Path #1, i.e., the same path as used by standard
TCP.

VI. RELATED WORK

Early evaluations of MPTCP over fixed links were carried out
by Barré et al. [?]. Apart from evaluating the coupled congestion
control, they also studied the impact of a number of factors on
the MPTCP throughput performance, including path RTT asymmetry
and packet loss. Their measurements suggested that MPTCP fairly
shares bandwidth with standard TCP, i.e., a multi-subflow MPTCP
connection reacts to congestion over a bottleneck link in the same
ways as a single-flow standard TCP connection does. Their study also
indicated that, provided the receive buffer is appropriately config-
ured [?], the throughput performance of MPTCP is fairly insensitive
to asymmetries in path latency and packet loss. Particularly, they
did not observe a degradation in throughput until the difference in
RTT between the network paths was 100 ms, and packet loss did
not significantly degrade throughput until it reached 4%. Our work
complements the work of Barré et al. by considering the impact of
path RTT latency and packet loss on application latency rather than
throughput, and by considering the MPTCP latency performance for
different types of applications, not only bulk traffic.

Through both simulations and experiments, Raiciu, Paasch et
al. [?], [?], [?], [?] have demonstrated the feasibility of using MPTCP
and multihomed 3G/WiFi connections to provide for improved
throughput performance in mobile sessions. The benefits in terms
of throughput of using MPTCP for mobile sessions have also been
shown by Chen et al. [?]. They conducted an extensive series of
experiments with MPTCP in three major U.S. mobile networks, and
showed that simultaneously using several 3G, 4G and WiFi paths
enabled a more efficient use of the available bandwidth capacity,
increased throughput, and made seamless vertical handovers possible.
However, the works of Nguyen et al. [?], [?] to some extent contradict
these results. In their work, they saw a significant decrease in MPTCP

TABLE I
LINUX KERNEL SETTINGS

Kernel Parameter TCP MPTCP
net.core.wmem_max 104857600
net.core.rmem_max 104857600
net.ipv4.tcp_congestion_control cubic coupled
net.ipv4.tcp_wmem 4096 87380 104857600
net.ipv4.tcp_rmem 4096 87380 104857600
net.mptcp.mptcp_enabled 0 1
net.mptcp.mptcp_debug N/A 0
net.mptcp.mptcp_checksum N/A 1
net.mptcp.mptcp_path_manager N/A fullmesh
net.mptcp.mptcp_syn_retries N/A 3

TABLE II
GENERAL SETTINGS

Parameter Values
Traffic Type Netflix, Google Maps, Google Docs
Bandwidth 100 Mbps
RTT 10 ms, 40 ms, 100 ms, 200 ms, 400 ms
Packet-loss rate 0%, 2%, 4%

buffer shortage. The relevant TCP and MPTCP settings are listed in
Table II.

IV. LATENCY OVER LOSS-FREE PATHS

As a first step, we evaluated the latency experienced during loss-
free conditions. The bar graphs in Figure ?? show the mean of
the average packet latencies in the symmetrical-path tests, i.e., the
tests with the same RTTs on both network paths; the error bars
in the graphs illustrate the 95% confidence intervals. We observe a
significant reduction in packet latency with MPTCP for both Netflix
and Google Maps traffic. In fact, for the Netflix traffic, the reduction
was more than 25% for all considered RTTs, and for several RTTs
the reduction was well over 40%. However, the Google Docs traffic
did not experience any reduction in packet latency with MPTCP. The
reason to this was that the Google Docs traffic comprised sparsely
generated packets and was unable to utilize the extra network path
provided by MPTCP. Thus, in sum, it seems that over symmetrical
paths the reduction in packet latency of using MPTCP roughly
correlates with the traffic intensity: larger packet latency reduction
with MPTCP for higher-intensity traffic than for lower-intensity ditto.

The results from the asymmetrical-path tests are shown in Figure 3.
As follows, a longer RTT on Path #2 significantly increased the
experienced packet latency for Netflix and Google Maps traffic over
MPTCP, but did not have any substantial impact on the Google
Docs traffic. The result was an effect of the packet scheduler policy
employed by MPTCP: shortest-RTT-first. Particularly, in the Google
Docs tests almost all traffic could be scheduled for transmission over
the path with the shortest RTT, Path #1, however, in the Netflix and
Google Maps tests, more traffic was generated per transmission round
than could be permitted transmission by the the Path #1 congestion
window, and thus traffic had to be scheduled over Path #2, despite
its much longer RTT.

V. LATENCY OVER LOSSY PATHS

First, let us consider the tests with the same RTTs on both
paths. The bar graphs in Figures 4, 5 and 6 summarize the results
from these tests. As could be expected, when Path #2 was loss
free, the gain in reduced packet latency of using MPTCP increased
with increasing packet-loss rate on Path #1, and also became larger

with longer RTTs. However, the trend was more pronounced for
Netflix and Google Maps traffic than for Google Docs traffic. TODO:
Explanation missing. We also observe that packet loss on Path #2,
with no packet loss on Path #1, only to a limited extent increased the
packet latency experienced with MPTCP. In fact, Netflix traffic saw
substantial reductions in packet latency with MPTCP even in many
of the tests with 4% packet loss on Path #2. The reason to this was
a combination of us using a large receive buffer, and that we had
enough available bandwidth on Path #1 to transmit almost all traffic
on that path. Lastly, we note that in the tests with packet loss on
both paths, MPTCP still many times offered significant reductions in
packet latency for both Netflix and Google Maps traffic, and in many
cases also for the Google Docs traffic.

Next, let us consider the tests with a relatively short RTT on Path #1
(10 ms) and a longer RTT on Path #2. The results from these tests are
shown in Figures 7, 8 and 9. Clearly, asymmetries in RTT between
the paths had a larger impact on the MPTCP latency performance
than the studied packet-loss rates. Notably, in the tests with an RTT
of 100 ms on Path #2, i.e., a 90-ms difference in RTT between the
two paths, a 4% packet-loss rate on Path #1 did not increase the
packet latency experienced with standard TCP enough to become
worse than the one experienced with MPTCP. Still, in the tests with
an RTT of 40 ms on Path #2, i.e., a 30-ms difference in RTT between
the paths, the Netflix traffic experienced a reduction in packet latency
with MPTCP, provided that there was not packet loss on both paths.
When there was packet loss on both paths, the estimated RTT of Path
#2 – estimated by MPTCP on the Server side – was much longer than
the estimated RTT of Path #1. As a result, the majority of the Netflix
traffic was sent on Path #1, i.e., the same path as used by standard
TCP.

VI. RELATED WORK

Early evaluations of MPTCP over fixed links were carried out
by Barré et al. [?]. Apart from evaluating the coupled congestion
control, they also studied the impact of a number of factors on
the MPTCP throughput performance, including path RTT asymmetry
and packet loss. Their measurements suggested that MPTCP fairly
shares bandwidth with standard TCP, i.e., a multi-subflow MPTCP
connection reacts to congestion over a bottleneck link in the same
ways as a single-flow standard TCP connection does. Their study also
indicated that, provided the receive buffer is appropriately config-
ured [?], the throughput performance of MPTCP is fairly insensitive
to asymmetries in path latency and packet loss. Particularly, they
did not observe a degradation in throughput until the difference in
RTT between the network paths was 100 ms, and packet loss did
not significantly degrade throughput until it reached 4%. Our work
complements the work of Barré et al. by considering the impact of
path RTT latency and packet loss on application latency rather than
throughput, and by considering the MPTCP latency performance for
different types of applications, not only bulk traffic.

Through both simulations and experiments, Raiciu, Paasch et
al. [?], [?], [?], [?] have demonstrated the feasibility of using MPTCP
and multihomed 3G/WiFi connections to provide for improved
throughput performance in mobile sessions. The benefits in terms
of throughput of using MPTCP for mobile sessions have also been
shown by Chen et al. [?]. They conducted an extensive series of
experiments with MPTCP in three major U.S. mobile networks, and
showed that simultaneously using several 3G, 4G and WiFi paths
enabled a more efficient use of the available bandwidth capacity,
increased throughput, and made seamless vertical handovers possible.
However, the works of Nguyen et al. [?], [?] to some extent contradict
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Loss Free Paths

(a) Netflix (b) Google Maps (c) Google Docs

Fig. 2. Packet latency vs. RTT in loss-free, symmetrical-path tests.

(a) Netflix. (b) Google Maps. (c) Google Docs.

Fig. 3. Packet latency vs. RTT in loss-free, asymmetrical-path tests.

(a) RTT1 = 10 ms, RTT2 = 10 ms. (b) RTT1 = 40 ms, RTT2 = 40 ms. (c) RTT1 = 100 ms, RTT2 = 100 ms.

Fig. 4. Packet latency vs. packet-loss rate in Netflix tests with the same RTT on both paths.

(a) RTT1 = 10 ms, RTT2 = 10 ms. (b) RTT1 = 40 ms, RTT2 = 40 ms. (c) RTT1 = 100 ms, RTT2 = 100 ms.

Fig. 5. Packet latency vs. packet-loss rate in Google Maps tests with the same RTT on both paths.

Tests with same RTT on both paths

Tests with different RTT on both paths

(a) Netflix (b) Google Maps (c) Google Docs

Fig. 2. Packet latency vs. RTT in loss-free, symmetrical-path tests.

(a) Netflix (b) Google Maps (c) Google Docs

Fig. 3. Packet latency vs. RTT in loss-free, asymmetrical-path tests.

(a) RTT1 = 10 ms, RTT2 = 10 ms. (b) RTT1 = 40 ms, RTT2 = 40 ms. (c) RTT1 = 100 ms, RTT2 = 100 ms.

Fig. 4. Packet latency vs. packet-loss rate in Netflix tests with the same RTT on both paths.

(a) RTT1 = 10 ms, RTT2 = 10 ms. (b) RTT1 = 40 ms, RTT2 = 40 ms. (c) RTT1 = 100 ms, RTT2 = 100 ms.

Fig. 5. Packet latency vs. packet-loss rate in Google Maps tests with the same RTT on both paths.
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Lossy Paths, Equal RTT

Netflix 

Google Docs

(a) Netflix (b) Google Maps (c) Google Docs

Fig. 2. Packet latency vs. RTT in loss-free, symmetrical-path tests.

(a) Netflix (b) Google Maps (c) Google Docs

Fig. 3. Packet latency vs. RTT in loss-free, asymmetrical-path tests.

(a) RTT1 = 10 ms, RTT2 = 10 ms (b) RTT1 = 40 ms, RTT2 = 40 ms (c) RTT1 = 100 ms, RTT2 = 100 ms

Fig. 4. Packet latency vs. packet-loss rate in Netflix tests with the same RTT on both paths.

(a) RTT1 = 10 ms, RTT2 = 10 ms (b) RTT1 = 40 ms, RTT2 = 40 ms (c) RTT1 = 100 ms, RTT2 = 100 ms

Fig. 5. Packet latency vs. packet-loss rate in Google Maps tests with the same RTT on both paths.

(a) RTT1 = 10 ms, RTT2 = 10 ms (b) RTT1 = 40 ms, RTT2 = 40 ms (c) RTT1 = 100 ms, RTT2 = 100 ms

Fig. 6. Packet latency vs. packet-loss rate in Google Docs tests with the same RTT on both paths.

(a) RTT1 = 10 ms, RTT2 = 40 ms (b) RTT1 = 10 ms, RTT2 = 100 ms

Fig. 7. Packet latency vs. packet-loss rate in Netflix tests with longer RTTs on Path #2 than on Path #1.

(a) RTT1 = 10 ms, RTT2 = 40 ms (b) RTT1 = 10 ms, RTT2 = 100 ms

Fig. 8. Packet latency vs. packet-loss rate in Google Maps tests with longer RTTs on Path #2 than on Path #1.

(a) RTT1 = 10 ms, RTT2 = 40 ms (b) RTT1 = 10 ms, RTT2 = 100 ms

Fig. 9. Packet latency vs. packet-loss rate in Google Docs tests with longer RTTs on Path #2 than on Path #1.
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Lossy Paths, Unequal RTT

Netflix 

Google Docs

(a) RTT1 = 10 ms, RTT2 = 10 ms (b) RTT1 = 40 ms, RTT2 = 40 ms (c) RTT1 = 100 ms, RTT2 = 100 ms

Fig. 6. Packet latency vs. packet-loss rate in Google Docs tests with the same RTT on both paths.

(a) RTT1 = 10 ms, RTT2 = 40 ms (b) RTT1 = 10 ms, RTT2 = 100 ms

Fig. 7. Packet latency vs. packet-loss rate in Netflix tests with longer RTTs on Path #2 than on Path #1.

(a) RTT1 = 10 ms, RTT2 = 40 ms (b) RTT1 = 10 ms, RTT2 = 100 ms

Fig. 8. Packet latency vs. packet-loss rate in Google Maps tests with longer RTTs on Path #2 than on Path #1.

(a) RTT1 = 10 ms, RTT2 = 40 ms (b) RTT1 = 10 ms, RTT2 = 100 ms

Fig. 9. Packet latency vs. packet-loss rate in Google Docs tests with longer RTTs on Path #2 than on Path #1.

(a) RTT1 = 10 ms, RTT2 = 10 ms (b) RTT1 = 40 ms, RTT2 = 40 ms (c) RTT1 = 100 ms, RTT2 = 100 ms

Fig. 6. Packet latency vs. packet-loss rate in Google Docs tests with the same RTT on both paths.

(a) RTT1 = 10 ms, RTT2 = 40 ms (b) RTT1 = 10 ms, RTT2 = 100 ms

Fig. 7. Packet latency vs. packet-loss rate in Netflix tests with longer RTTs on Path #2 than on Path #1.

(a) RTT1 = 10 ms, RTT2 = 40 ms (b) RTT1 = 10 ms, RTT2 = 100 ms

Fig. 8. Packet latency vs. packet-loss rate in Google Maps tests with longer RTTs on Path #2 than on Path #1.

(a) RTT1 = 10 ms, RTT2 = 40 ms (b) RTT1 = 10 ms, RTT2 = 100 ms

Fig. 9. Packet latency vs. packet-loss rate in Google Docs tests with longer RTTs on Path #2 than on Path #1.
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Conclusions
• Could provide gains for intense traffic such as 

Netflix and Google Maps 

• Latency reductions possible despite limited 
differences in RTT and packet loss 

• Larger differences in RTT between paths 
significantly increase latency
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