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without needing to consider the dual code.
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1 Introduction

The implications of quantum computation and information in coding theory and
cryptography needs to be explored more extensively. While the classical error cor-
rection is well understood with decades of research, the quantum error correction
needs more time and effort. In this regard, stabilizer codes are used for quantum
error correction [14]. The corresponding quantum states (called stabilizer states)
can be represented using graphs (called graph states) [16]. Graph states can be
used as a resource for measurement-based quantum computation [21]. These quan-
tum stabilizer codes can be represented as self-dual additive codes over GF (4) [5].
Furthermore, there is a one-to-one correspondence between self-dual additive codes
over GF (4) and simple undirected graphs [25,18,4]. Certain local operations on
graphs preserve the equivalence of self-dual additive codes over GF (4). There is
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a long list of papers [12,1,7,6,8,9] that tried to classify such codes and in this
paper, we continue on this path.

Trying to classify codes by considering all possible graphs makes the problem
extremely hard. This is evident since self-dual additive codes over GF (4) has been
classified only for n up to 12 [7]. In this paper, we initiate the study of self-dual
codes whose corresponding graphs have fixed rankwidth. The graph parameter
rankwidth is preserved under local complementation. For rankwidth 1, the class
of graphs is exactly the distance-hereditary graphs. We show that by combining
the structural properties of these graphs with the algorithm used in [13,7], the
classification of corresponding codes becomes significantly faster.

There are two computationally heavy steps in the above algorithm: graph iso-
morphism and weight enumeration. For a fixed k, testing graph isomorphism for
graphs of rankwidth k is polynomial in the size of the graph [15], and it is in
fact linear in n for graphs of rankwidth 1 [24]. Hence, looking at the problem of
classification of such codes in terms of rankwidth has additional advantages.

Another important step in the classification algorithm from [7] was comput-
ing weight-enumerators for a given code. The algorithm in [7] to compute the
weight-enumerator for a linear [n, k] code is essentially a brute-force search with
complexity O(2k). If k > n/2, it is necessary to go via the dual code to do the weight
enumeration efficiently. We use Binary Decision Diagrams (BDD) to compute the
weight-enumerators instead. The algorithm using BDD for weight enumeration has
similar complexity to brute force, but has the benefit that we automatically get
complexity O(2min{k,n−k}) without needing to consider the dual code.

The minimum distance of codes corresponding to distance-hereditary graphs
is 2. We show that the minimum distance of a code is at least 3 if and only if the
corresponding graph does not contain any pendant vertex or any twin-pairs. We
also give an algorithm for computing an approximate minimum distance in codes
corresponding to general graphs and leave some interesting open problems.

2 Preliminaries

Let F be a finite alphabet set (e.g. F = {0, 1} for binary codes) with size |F| = q. A
code of length n is any subset of Fn. For q a prime power and F = Fq a finite field
of q elements, a linear code is a linear subspace of the vector space Fn. Let GF (4)
denote the finite field of four elements. The elements of GF (4) are represented as
{0, 1, ω, ω2} such that ω2 = ω + 1. An addtive code C over GF (4) of length n is an
additive subgroup of GF (4)n. If C contains 2k codewords for some 0 ≤ k ≤ n then
C can be represented via a k×n generator matrix, with entries from GF (4). For any
element x ∈ GF (4), the conjugate of x is defined as x̄ := x2. We define a function
Tr : GF (4) → GF (2), known as trace map as for any x ∈ GF (4), T r(x) := x + x̄.
The set GF (4)n denotes the set of all vectors of length n with each entry from
GF (4). The dot product of two vectors u, v ∈ GF (4)n is defined as The Hermitian

trace inner product of two vectors over GF (4) of length n, u := (u1, u2, . . . , un) and
v := (v1, v2, . . . , vn), is defined as

u ∗ v := Tr(u · v̄) =
n∑

i=1

Tr(uiv̄i) =
n∑

i=1

(uiv
2
i + u2i vi) mod 2 (1)
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The dual of a code C denoted as C⊥ is defined as

C⊥ = {u ∈ Fn | u ∗ v = 0 ∀ v ∈ C}.

If C = C⊥ then C is said to be self dual. If C is self dual, then |C| = |F|n/2. The
Hamming distance between two codewords x = (x1, . . . , xn) and y = (y1, . . . , yn) is
the number of places where they differ, and is denoted by dist(x, y). The Hamming

weight of a codeword x = (x1, . . . , xn) is the number of nonzero xi and is denoted
by wt(x). We have the relation dist(x, y) = wt (x−y). The minimum distance of the
code C is the minimal Hamming distance between any two distinct codewords of
C. Since C is an additive code, the minimum distance is also given by the smallest
nonzero weight of any code word in C. A linear code with minimum distance d is
called an [n, k, d] code.

2.1 Graphs

A graph is a pair G = (V,E) where V is a set of vertices, and E ⊆ V × V is a set of
edges. A graph with n vertices can be represented by an n×n binary matrix called
the adjacency matrix A such that Aij = 1 if and only if vivj ∈ E, and Aij = 0
otherwise. In this paper we consider simple undirected graphs that have no loops,
so the diagonal entries are 0, and no multiple edges. The open neighbourhood of
v ∈ V , denoted by N(v), is the set of vertices connected to v by an edge. The
closed neighbourhood of v ∈ V , denoted by N [v], is the set of vertices connected to
v by an edge along with v itself. The number of vertices incident to v is called
the degree of a vertex v. A path is a sequence of vertices, (v1, v2, ..., vi) such that
vj , vj+1 ∈ E. A graph is connected if there is a path from any vertex to any other
vertex in the graph. A cycle is a path that has same vertex as start and end point.
A tree is a connected graph that does not contain any cycle. Vertices of degree 1
in a tree are called leaves. We can designate any vertex in a tree as a root vertex.
Usually the root vertex is taken as a start or reference point in the tree. The
complement or the inverse of G is a graph H such that two distinct vertices of H

are adjacent if and only if they are not adjacent in G. A subgraph H of a graph G is
obtained by deleting vertices and edges from G. The subgraph H is called induced

if H can be obtained from G by deleting only vertices from G. A vertex of degree
1 is called a pendant. A pair of vertices u, v are called true twins if N [u] = N [v] and
are called false twins if N(u) = N(v). When we call a pair of vertices as twin-pair,
then they can either be true-twins or false-twins.

Local complementation (LC) on v denoted by G∗v replaces the induced subgraph
of G on N(v) by its complement. See Figure 1 for an example.

A Graph code is an additive code over GF(4) that has a generator matrix of
the form C = A+ωI, where I is the identity matrix and A is the adjacency matrix
of a simple undirected graph. A graph code is always self dual since its generator
matrix has full rank over GF(2).

Theorem 1 ([25,18]) Every self-dual additive code over GF(4) is equivalent to a

graph code.
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Fig. 1: Local complementation at v4
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Fig. 2: A rank decomposition (T,L) of a graph. The rankwidth of T is 2. It so
happens that the rankwidth of this graph is 2 as well.

2.2 Rankwidth

Let G be a simple undirected graph. A rank decomposition of G is a pair (T,L)
of tree T with leaves L such that every internal node in the tree has degree 3 and
there is a bijection between the set of leaves L of T to the set of vertices V of
G. See Figure 2. For every edge e in T , we can associate a partition (A,B) of V ,
where A and B are set of leaves in the two sub-trees that result after deleting e.
The weight of an edge e in T is the rank of the adjacency matrix of bipartite graph
((A,B), E) where E is the set of edges whose one endpoint is in A and other in B.
The rankwidth of the decomposition (T,L) is the largest weight of an edge in T .
The rankwidth rw(G) of G is the smallest rankwidth of any tree decomposition of
G. Local complementation preserves the rankwidth of a graph.

Theorem 2 ([19]) Given a graph G and a vertex v ∈ V (G), rw(G) = rw(G ∗ v).

The distance between two nodes is the length of the shortest path between them.
A distance-hereditary graph is a graph in which the distances in any connected
induced subgraph are the same as they are in the original graph.

Theorem 3 ([19]) G is distance-hereditary if and only if the rankwidth of G is at

most 1.
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2.3 Weight enumerators

When using a code, it is important to know the probability of correct decoding. In
practical situation it is necessary to know the weight distribution of the the code.
Let Ai denote the number of vectors in a code C having Hamming weight equal
to i. Then A0, A1, A2... is called the weight distribution of the code. The Hamming

weight enumerator of C may be defined by a bivariate polynomial

Wc(x, y) =
∑
u∈C

xn−wt(u)ywt(u) =
n∑

i=0

Aix
n−iyi. (2)

The weight enumerators of a code and its dual are related via the following
theorem from [11, p. 127]

Theorem 4 If C is an [n, k] binary linear code with dual code C⊥ then

WC⊥(x, y) =
1

|C|WC(x+ y, x− y)

where |C| = 2k is the number of codewords in |C|.

2.4 Binary Decision Diagrams

The data structure we use for calculating the weight enumerators of self dual ad-
ditive code over GF (4) are Binary Decision Diagrams (BDD). Binary Decision
Diagrams are used in various applications, such as representing system of Boolean
equations [23], application to permutations [17], or representing integer multipli-
cation [20]. In this paper, we describe the basic operations we must do on a BDD
in order to compute the weight enumerators of self dual codes of GF (4).

2.4.1 Description of BDD

A Binary Decision Diagram (BDD) is a directed acyclic graph with a root node
at the top and a true-node at the bottom. The nodes in a BDD are arranged in
horizontal levels, and we visualize a BDD by drawing the levels in a top-down
fashion. There is only one node on the highest level, called the top node or the root

node, and there is only one node on the lowest level, called the bottom node or the
true-node.

All edges in the BDD are directed downwards, with an edge always going
between nodes on different levels. In other words, no edge is drawn between the
nodes on the same level. Each node, except for the bottom node, has one or two
outgoing edges, called the 0-edge and/or the 1-edge. The bottom node only has
incoming edges and no outgoing edges. 0-edges are drawn as dotted lines, while
1-edges are drawn as solid lines. All the operations on BDD are done over GF(2).
The transition from GF(4) to GF(2) is explained in Section 3.

A level in a BDD is usually associated with a single variable over GF(2). In our
case, we allow a linear combination of variables over GF(2) associated with each
level. A path in a BDD is a sequence of consecutive edges, where the end node of
one edge is the start node for the next edge. A complete path starts in the top



6 Mithilesh Kumar et al.

l1

l2

A B C D

l1

l1 + l2

A B C D

Fig. 3: Adding levels in a BDD

node and ends in the bottom node. We regard each edge in a path to assign a
value over GF(2). If an e-edge starts from a node on a level associated with linear
combination l, it yields the linear equation l = e (for e ∈ {0, 1}).

An edge need not go to a node on the level directly below. In that case we say
that the edge jumps over some levels. For an edge that jumps over some levels, we
can always insert nodes on each jumped level. The inserted nodes should have the
0- and 1-edges pointing to the same nodes. In the left BDD of Figure 5 the last
edge jumps over n levels, while the BDDs in Figure 6 have nodes inserted for the
jumping edge. Both ways of drawing the BDDs are equivalent.

2.4.2 Adding Levels

The add operation allows us to add one linear combination for a level onto the
linear combination for the level directly below, and change the BDD accordingly
to keep the set of binary vectors encoded by the BDD unchanged. We explain the
general case of adding levels using Figure 3. This figure shows the case when all
edges are present. For cases where some edges are missing we can just imagine
that the missing edges go to some ”ghost” nodes, change the edges according to
Figure 3, and then remove the ghost nodes.

Let l1 and l2 be the linear combination for two adjacent levels, with l1 on the
top. We want to add l1 onto l2. In the general case we have two outgoing edges,
the 0-edge and the 1-edge, from the node on level l1. By choosing values for l1 and
l2 we end up in one of the four nodes labelled A,B,C,D in Figure 3. When we add
l1 to l2, the lower level gets associated with the linear combination l1 + l2 and the
choice of values for l1 and l2 must send us to the same node. For instance, l1 = 1
and l2 = 0 leads to node C in the left BDD. That choice of values gives l1 + l2 = 1,
so after adding the levels the values l1 = 1 and l1 + l2 = 1 must also end up in
the node C in the right BDD. To preserve the set of vectors encoded in the BDD
when replacing l2 by l1 + l2 we must flip the outgoing edges from the node pointed
to by the 1-edge from the node on level l1.

2.4.3 Swapping Levels

How to swap the variables on two adjacent levels in a BDD and change the nodes
and edges such that the resulting BDD encodes exactly the same set of vectors is
explained in [22]. By swapping levels the linear combination associated with level i
is swapped to level i+1 and vice versa without affecting the set of vectors encoded
by the BDD. We explain the general case of swapping levels using Figure 4.

Let l1 and l2 be the linear combination for two adjacent levels, with l1 being
above l2. We want to swap these linear combinations without disturbing the set
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Fig. 4: Swapping levels in a BDD

of vectors encoded in the BDD. For the node on level l1, we have two outgoing
edges. As seen previously choosing values for l1 and l2 we end up in one of the four
nodes labelled A,B,C,D in Figure 4. In the left BDD before swapping, the choice
of the value l1 = 0 and l2 = 1 leads us to the node B. After we swap l1 and l2, the
choice of values l1 = 0 and l2 = 1 must still leads to the node B. This is achieved
by swapping edges on the lower level of the paths where l1 and l2 have different
values.

The swap and add operations have linear time complexity in the number of
nodes on the two affected levels, so it is very cheap to do when this number is
small. The drawback is that the number of nodes on the lower of the two levels
may, in the worst case, double during the operation. This happens when there is
only one node on the lower level, but after add or swap is done two nodes are
needed to keep the paths intact. Hence repeatedly doing swap or add operations
through the BDD may lead to exponential growth in the number of nodes. The
number of nodes may also decrease during this process, but finding the order of
the linear combinations giving the smallest BDD is an NP-hard problem [3].

3 Construction of BDD

Let G be an n× n generator matrix of a code C over GF (4). We compute the set
of all code words by considering all possible linear combinations over GF (2) of the
rows of G. This is done by first expanding the matrix into an n × 2n matrix G′

over GF (2) by associating (mapping) each GF (4)-element to two bits as follows:
0 = (00), 1 = (01), ω = (10), ω2 = (11).

G =


ω 1 . . . .

1 ω 0 . . .

. 0 ω 1 . .

. . . . . .

. . . . . .

. . . . . ω


n×n

=⇒ G′ =


1 0 0 1 . . . .

0 1 1 0 0 0 . .

. . 0 0 1 0 . .

. . . . . . . .

. . . . . . . .

. . . . . . 1 0


n×2n

Now we multiply all binary strings (c1, c2, c3, ...cn) of length n to the matrix
G′ to get the set of all code words (x1, x2, x3, .....x2n−1, x2n).

(c1, c2, c3, ...cn)


1 0 0 1 . . . .

0 1 1 0 0 0 . .

. . 1 0 0 1 . .

. . . . . . . .

. . . . . . . .

. . . . . . 1 0

 = (x1, x2, x3, .....x2n−1, x2n)
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Fig. 5: BDD after adding and swapping to resolve all linear combinations into
single variables, sorted on the levels.

In order to construct the BDD that has all code words as paths, we introduce
the parity check matrix H. The parity check matrix describes the set of linear
relations that the coordinates of each code word must satisfy. If x is a code word
and H is the parity check matrix then xHT = 0. For all code words in the code,
we have the following relations:

(x1, x2, x3, ...x2n)



1 0 0 1 . .

0 1 1 0 0 0
. . 1 0 0 1
. . . . . .

. . . . . .

. . . . . .

. . . . . .

. . . . . .


2n×n

= (0, 0, 0.....0, 0)

Let the linear equations given by xHT = 0 be li = 0 for 1 ≤ i ≤ n. A BDD that
encodes all code words of the code, i.e. x-vectors satisfying all li = 0 is given in the
left BDD of Figure 5. In that BDD, the xij are free variables such that the li’s can
not be written as a sum of the xij ’s. In other words, considering the free variables
as linear combinations too, all linear combinations in the BDD are independent.
The free variables can take any value, and the li’s represent linear combinations
of the coordinates that must be 0 in order to be a code word.

We now use add and swap operations on this basic BDD to resolve the linear
combinations li. By resolving the linear combinations we mean that we add to-
gether some of the linear combinations and free variables to transform li into a
single variable. We use the swap operation to move levels that need to be added so
they are adjacent to each other, and the add operation to do the actual addition.

We apply the operations until only single variables appear on all levels. We
sort the levels in order such that x1 appears on the top and x2n appears on the
lowest level, as shown in the right BDD of Figure 5. We have given an explicit
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Fig. 6: Example: Performing add and swap to a BDD

example of how add and swap operations are performed in a BDD, see Figure 6.
Now the paths of the BDD represent all code words in C.

Complexity: In this paper we are concerned with the special case where the
codes are of length 2n and dimension n. However, constructing the BDD repre-
senting a binary code can be done for any length n and any dimension k ≤ n. We
explain here the complexity, in terms of number of nodes in the final BDD, in the
general case for an [n, k] linear code C over GF (2).

Lemma 1 The number of nodes on any level of the final BDD after resolving all linear

combinations for a code C is at most 2k.

Proof The number of code words in C is 2k, and so the total number of paths in
the BDD is also 2k. There are no edges between nodes on the same level, so all
nodes on any level are part of different paths. Hence the number of nodes on any
level can not be more than 2k.

Lemma 2 The number of nodes on any level of the final BDD after resolving all linear

combinations for a code C is at most 2n−k.

Proof The number of nodes on any level of the basic BDD before resolving any
linear combinations is 0 or 1. Applying the swap or add operation will at most
double the number of nodes on the lower of the affected levels. We resolve one linear
combination by adding certain levels in the BDD. Starting with the lowest level
and moving levels upwards, adding as needed, we see that each level is involved
in the resolution of a linear combination only once. So the total number of nodes
in any level of the BDD after resolving one linear constraint may at most double.
Since we are resolving n− k linear combinations, the total number of nodes in the
final BDD will be at most 2n−k.

Combining lemmas 1 and 2 we get the following result.

Theorem 5 The number of nodes in the final BDD representing the code words of a

binary linear [n, k] code is of order O(2min{k,n−k}).
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1 + 1 + 0 = 21 1 0

Fig. 8: Example of computing weight of a path

(p0, p1, p2, ...pn)

(p0, p1...pn) (0, p0, ...pn−1) (0, p0, ...pn−1) (0, p0, ...pn−1)

Fig. 9: Shift weight vector by one to the right when the pair of edges indicate a
non-zero GF (4)-element.

3.1 Algorithm for computing weight enumerators

Recall that pairs of coordinates (x2i−1, x2i) actually represent one element in
GF (4). A path in the BDD with resolved and sorted levels has length 2n, but
represents a code word of length n with elements from GF (4). When computing
the weight enumeration we therefore count how many non-zero GF (4)-elements a
path (code word) represents. Figure 7 shows how the different elements of GF (4)
are represented as paths in the BDD, and Figure 8 gives an example of how to
count the weight of a code word represented as a path.

Now we describe our algorithm for computing weight enumerators using BDD.
We explain the whole process, where we start with a graph G, and want to compute
the weight enumeration of its corresponding code over GF (4).

Step 1: Given the adjacency matrix A of a graph G, we obtain the generator
matrix G = A+ ωI over GF(4). Note all operations are over GF(2).

Step 2: We transform the generator matrix over GF(4) to GF(2) by mapping
two bits to each GF(4) element in the matrix as follows: 0 = (00), 1 = (01),
ω = (10), ω2 = (11).

Step 3: We obtain the parity check matrix H, from the generator matrix over
GF(2) and, get the parity check equations l1 = l2 = . . . = ln = 0.

Step 4: Construct the BDD for l1 = l2 = . . . = ln = 0 with xi1 , xi2 , . . . , xn as
variables.
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Step 5: Now we apply add and swap operations to the BDD to resolve and sort
the linear combinations, see figures 5 and 6.

Step 6: Weight enumeration: Each node in the BDD has a vector of length (n+1)
of integer values, denoted as (p0, p1, p2, . . . , pn). For a given node, pi indicates
the number of paths of weight i below this node.
1. Start with setting (1, 0, 0, . . . , 0) as the vector for the true-node at the bot-

tom. We say there is one path of weight 0 from the true-node to itself (the
empty path).

2. We compute the vectors for the other nodes in a recursive way, from the
lower levels to higher ones. When a pair of edges from a node T to A

contribute 0 to the path weight, the weight distribution below T along
this path is the same as for A. In other words, prepending the partial code
words with a zero does not change the weight distribution. When the pair of
edges from T to A contribute 1 to the weight, the paths of weight i below
A become paths of weight i + 1 below T . Hence the weight enumeration
vectors for T are obtained by shifting the vector for A by one position to
the right, as shown in Figure 9.

3. Assuming all weight distribution vectors have been computed for the nodes
on one level, compute the weight distribution for the nodes two levels above
by adding all the weight contributions, shifting them by one position to the
right as needed. This is shown in Figure 10.

4. Compute weight distributions for all nodes in the BDD, moving upwards
two levels at the time. In the end, the vector for the root node gives the
weight distribution of the whole code.

The complexity of computing the weight enumeration of a given code repre-
sented as a BDD is O(N), where N is the number of nodes in the BDD and adding
two integer vectors counts as a unit operation. In terms of single integer additions,
the complexity is O(nN).

We have described the algorithm for computing the weight enumeration when
the code represented as a BDD is regarded as being over GF (4). Going back to
the general case of an [n, k] linear code over GF (2), we can easily modify the
algorithm to compute the weight distribution for any binary linear code when it
is represented as paths in a BDD.

Computing the weight distribution in general is a hard problem, that can only
be solved by brute force. The naive way of doing it (without the BDD represen-
tation) is to run through all the code words and count their weights. This has
complexity O(2k). If k > n/2, the complexity of doing weight enumeration be-
comes bigger than it needs to be. Then one can compute the weight distribution
for the dual code (of dimension n− k and complexity O(2n−k) < O(2k)), and use
Theorem 4 to find the weight distribution of the given code.

Theorem 5 shows the advantage of using the BDD approach to calculate the
weight enumeration: We have a single algorithm that automatically gets the lowest
complexity possible, regardless of whether k is bigger or smaller than n/2.
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(a0, a1, ..an)(b0, b1, ..bn) (c0, c1, ..cn)(d0, d1, ..dn)

(a0, a1, a2, .., an)
+(0, b0, b1, .., bn−1)
+(0, c0, c1, .., cn−1)
+(0, d0, d1, .., dn−1)

Fig. 10: Computing weight enumeration for one node.

4 Classification for Rankwidth 1 graphs

The algorithm for classifying self-dual codes corresponding to general graphs as
described in [7]: Let Ln−1 be the set of representatives for classes of graphs on
n− 1 vertices corresponding to equivalent self-dual codes.

– Compute the set of graphs En by adding a vertex to each graph in Ln−1 in
2n−1 − 1 ways i.e. making the vertex adjacent to every possible non-empty
subset of the vertex set.

– For each set of of isomorphic graphs keep only one graph in En.
– Use weight-enumerators to partition the set En i.e. graphs corresponding to

same weight-enumerators are put in one class.
– Partition each class in En by checking for self-dual equivalence.
– Output Ln that contains one graph from each class in En.

We utilize the following definition of distance hereditary graphs.

Theorem 6 ([2]) Let G be a finite graph with at least two vertices. Then G is distance-

hereditary if and only if G is obtained from an edge by a sequence of one of vertex

extensions: add vertex as a pendant, add vertex as a true-twin to an existing vertex

and add vertex as a false-twin to an existing vertex.

Let Gn−1 be all connected graphs of rankwidth 1 on n − 1 vertices. Then Gn
can be obtained by adding a vertex to each graph in Gn−1 as a pendant or a twin
to some vertex. Consider C to be the orbit of a graph G ∈ Gn−1. Let G1, G2 ∈ C.
Then there is a sequence of LC operations S that can take G1 to G2. Let E1 and
E2 be the 3(n−1) extensions of G1 and G2 obtained via adding pendants or twins.
We show that via applying S on any graph in E1, we end-up with a graph in E2
implying that E1 and E2 are LC-equivalent.

Let u be a new vertex added to G1 as a pendant or twin to a vertex v ∈ V (G1).
The LC operations at vertices in G1 switch the role of u relative to v as a pendant or
a twin. At the same time, G1 changes to G2 after S has been performed. Then, u can
be seen as being attached to G2 as a pendant or twin (according to what happens
after apply S to G1 + u). Hence, any graph E2 can be seen as being obtained from
a graph in E1 via applying S. This implies that instead of considering extensions
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u∗
v

B D u

v

B D

Fig. 11: Here filled circles denote vertices and ellipses denote set of vertices. An
edge from a vertex to a set denotes that vertex is adjacent to every vertex in the
set. The vertices u and v are true twins. After LC at u, the degree of v reduces to
1.

u

v

w∗

A

B

C

D u∗
v

w

A

B

C

D u

v

w

A

B

C

D

Fig. 12: The vertices u and v are false-twins and w is a common neighbor of u and
v. After LC operation at w followed by LC operation at u reduces the degree of v
to 1.

of C, we need only consider extensions of just one representative from C. Let Ln−1

be the set of representatives of all orbits in Gn−1.
Since rankwidth is preserved by LC operations, the graphs in the sets Ln−1, En

and Ln must be of rankwidth 1. Hence by above discussion, in the computation
of En from Ln−1, the vertex must be added as a pendant or a false-twin or a
true-twin. There are at most 3(n − 1) ways to do that. So instead of branching
in 2n−1 − 1 ways, we need only branch in at most 3n− 3 ways. Furthermore, the
isomorphism testing in En is linear in n for rankwidth 1 graphs.

5 Minimum Distance

Glynn et al [13] showed that the minimum distance of a code is equal to one plus
the minimum vertex degree over all graphs in the corresponding LC orbit.

Lemma 3 If a connected graph contains a twin-pair, then the minimum distance of

the corresponding code is 2.

Proof Let u, v be a true-twin pair. Then, after LC operation at u, the degree of v
in the resulting graph is 1. See Figure 11.

If u, v is a false-twin pair, then after LC operation at a common vertex w, they
become true-twins in the resulting graph. Then, as in the above case, a pendant
results after an LC operation at u. See Figure 12. Since LC operation preserves
connectivity, this is the minimum possible degree of a vertex over the entire LC
orbit of the graph. Hence, the minimum distance of the corresponding code is 2.

Lemma 4 Codes with corresponding graphs of rankwidth 1 have minimum distance 2.
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u

v

w∗

A

B

C

D u

v

w

A

B

C

D

Fig. 13: The vertex w is in the common neighborhood of true-twins u and v. LC
at w makes u, v into a false-twin pair.

Proof The rankwidth 1 graphs are exactly distance hereditary graphs which can
be constructed recursively by adding a pendant or a twin-pair. Such graphs will
have either a pendant or a twin-pair (just look at the last step in the construction
of the graph). Hence, by Lemma 3, codes with corresponding graphs of rankwidth
1 have minimum distance 2.

Lemma 5 If a graph contains a twin-pair, then every graph in its LC orbit will contain

a twin-pair or a pendant.

Proof Let u and v be true-twin pairs. An LC operation at either u or v will yield
a pendant. An LC operation at w /∈ N(u) does not effect N(u), hence, u and v

continue as twin pairs. Let w ∈ N(u)/v. Now, after LC at w, the pair u and v

become false-twins. See Figure 13.
Now, suppose u and v are false-twins. They become true twins if an LC oper-

ation is done on w, see Figure 12. An LC operation at either u or v or at a vertex
not in their common neighborhood does not change the neighborhood of u or v
and hence, they continue as false-twins. This concludes the proof of the lemma.

Lemma 6 If G does not have a pendant or a twin-pair, then no graph in the LC orbit

of G will have a twin-pair.

Proof We prove this by contradiction. Suppose G does not contain any twin-pair
or pendant, but an LC operation at u created the twins v and w. By Lemma 5, all
graphs in the orbit must have either a pendant or a twin-pair. Since G lies in the
orbit, it must have a pendant or twin-pair, contradicting the assumption.

Combining Lemma 3, Lemma 5 and Lemma 6 gives the following theorem.

Theorem 7 The minimum distance of a self-dual additive code over GF (4) is at least

3 if and only if the corresponding graph G has no pendants or twin-pairs.

5.1 An approximation algorithm for minimum distance

The problem of computing the minimum distance of a binary linear code is NP-
hard [26]. In addition, the problem is hard to approximate within any constant
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u

v∗

A

B

C

D u

v

A

B

C

D

Fig. 14: Degree of u decreases when |C| < |B|.

u∗
v
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B

C

D u

v∗
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D u

v
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D

Fig. 15: Degree of u decreases when |C| < |A|

u

v

A

B

C

w∗
D

E u

v

A′

B′

C′

w
D′

E

Fig. 16: Taking LC operation at w ∈ C. If |C′| is less than either |A′| or |B′|, then
the degree of u can be decreased.

factor in random polynomial time [10]. For self-dual codes over GF (4), the mini-
mum distance is 1+δ where δ is the minimum degree of any vertex in any graph in
the LC orbit of the graph corresponding to the code. It is possible to get the min-
imum distance from the weight enumerator polynomial or from the LC orbit, but
both these approaches take exponential time. In this section we discuss a heuristic
approach to get some upper bound on the minimum distance.

Computing δ is equivalent to finding a sequence of LC operations starting at
some vertex u such that at the end, there is a vertex of degree δ in the resulting
graph. Clearly, finding this sequence is hard. The strategy we use is to pick a
vertex in the graph and try to decrease its degree as much as possible via LC
operations. Consider Figure 14. After LC operation at v, the degree of u changes
by (1+ |A|+ |C|)−(1+ |A|+ |B|) = |C|−|B|. The degree of u decreases if |B| > |C|.
If |A| > |C| and |B| < |C|, then applying LC at u followed by LC at v decreases
the degree of u by |A| − |C|, see Figure 15.

What if |C| is larger than both |A| and |B|? Then, either we can try LC opera-
tion at some other vertex in the neighborhood of u or try to decrease |C|. The size
of |C| can only be decreased by an LC operation at a vertex in C, see Figure 16.
If |C′| is still larger than |A′| and |B′|, then we can try to decrease the size of |D|
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u
. . .

v0

A0

B0

v1

A1

B1

v2

A2

B2

v3

A3

B3

T
u

v0

v1
...

...
v2

v3
...

Fig. 17: Decomposition of the graph G along a path uv0v1v2v3 . . . in the BFS-
tree T with u as root vertex. Black-filled circles represent vertices. Other shapes
represent sets. An edge from a vertex to a set represents that every vertex in the
set is a neighbor of the vertex. Edges between sets have not been shown.

v0 A0 B0 C1

v1 A00 A01 B00 B01 A1 B1

v2 A10 A11 B10 B11 A2 B2

v3 A20 A21 B20 B21 A3 B3

C2

C3

C4

Vertex Partition of neighborhood Conditions for LC

|C1| < max{|A0|, |B0|}

|A1|+ |C2| < t1 := max{|A00|+ |B01|,
|B00|+ |A01|}

|A2|+ |C3| < t2 := t1 − (|A10|+ |B11|)

|A3|+ |C4| < t3 := t2 − (|A20|+ |B21|)
...

Fig. 18: At each vertex vi store sets Ai, Bi, Ci and ti. If |A3| + |C4| < t3, then
|A2|+ |C3| < t2 which in turn implies |A1|+ |C2| < t1. Hence, just by looking at
v3 we can decide whether degree of u can be decreased.

first by taking an LC operation at a vertex in D, then consider LC at w. Following
this chain of thought, we see that the sequence of LC operations correspond to a
path in a Breadth-First-Search (BFS) tree T of G with u as the root vertex. A
BFS tree is constructed as follows: Pick u as root. At each layer i, the vertices in
layer i are neighbors of vertices in layer i− 1 that have not been already placed in
some layer.

We aim to use this tree to find a path that gives a sequence of LC operations
to decrease the degree of u. If no such path exists, then the algorithm reports the
degree of u as a candidate for δ. See Figure 17. Now, we state the algorithm:

1: Construct BFS tree For u ∈ V (G), construct Breadth-First-Search tree T with
u as the root node. The neighborhood of a vertex at layer i in T lie only in
layers i−1, i and i+1. Note that we would require to reconstruct the tree after
LC operations along the path. The tree T is used to guide the sequence of LC
operations to be applied to decrease the degree of u.
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2: Partition neighborhoods At each node of the tree, we store some information
that can be used to check whether LC along the path to the root will decrease
the degree of u.
At the root node u, we have C = N(u).
At the second layer in the tree, for each vertex v0 ∈ C0 = N(u), the neigh-
borhood of v0 can be partitioned as (apart from u) as (A0, B0, C1) where
B0 = C0 ∩N(v0), A0 = C0 −B0 and C1 = N(v0)− (u ∪ C0).
At the ith layer with j = i − 1, k = i + 1, for each vertex vi ∈ Ci, partition
the neighborhood of vi as (apart from vj) (Aj0, Aj1, Bj0, Bj1, Ai, Bi, Ck) where
Aj0 = Aj − N(vi), Aj1 = Aj − Aj0, Bj0 = Bj − N(vi), Bj1 = Bj − Bj0, Bi =
Ci −N(vi), Ai = Ci −Bi, Ck = N(vi)− (vj ∪Aj1 ∪Bj1 ∪Bi). See Figure 17.

3: Book keeping For each i ≥ 2 with j = i−1, k = i+1, at each vertex vi, we store
the sets Ai, Bi, Ck and the values ai := |Aj0|+ |Bj1|, ti := tj−ai and |Ai|+ |Ck|.

4: Check for LC If |Ai|+ |Ck| ≤ ti, then an LC operation along the path from vi to
the root will decrease the degree of u. See Figure 18. Then apply LC operations
along this path and construct the BFS-tree T for the new graph and repeat.

5: Return degree of u If there does not exist any vertex in the tree with |Ai| +
|Ck| ≤ ti, then return the current degree of u as δu.

6: Terminate Finally, the algorithm outputs the smallest δu over all vertices in the
graph.

Running Time: For a given graph G, the BFS-tree can be constructed in linear
time. For each vertex v, the partition for neighborhood of v can be computed in
polynomial time and it will take polynomial space to store the necessary informa-
tion. Hence, in polynomial time we can decide whether there exists a path in the
tree along which LC operations decreases the degree of u. Hence, the algorithm
terminates in polynomial time.

6 Conclusion and open problems

In this paper we have shown that classification of self-dual codes over GF(4) is
essentially a graph-theoretic problem and a lot remains to be explored. We showed
that structural properties of rankwidth 1 graphs can make the classification of
corresponding codes faster. Graphs of rankwidth 2 are not fully understood yet.
It would be interesting to follow up with graph classes that can be constructed
recursively like distance-hereditary graphs.

We used BDDs to obtain weight-enumerator polynomials which although im-
proves on the known algorithm is still exponential. Since minimum distance can
be obtained from this polynomial, we can not hope to find the weight enumera-
tion any faster. It would be interesting to improve the algorithm though. We also
characterize when a graph will have minimum degree at least 2 over the entire LC
orbit. Can we find conditions for minimum degree at least 3?
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